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http://curia.europa.eu/juris/document/document.jsf?text=&docid=223982&pageIndex=0&doclang=en&mode=lst&dir=&occ=first&part=1&cid=3472970
http://curia.europa.eu/juris/document/document.jsf?text=&docid=224337&pageIndex=0&doclang=EN&mode=lst&dir=&occ=first&part=1&cid=3895348
http://curia.europa.eu/juris/document/document.jsf?text=%2522European%2BArrest%2BWarrant%2522&docid=220971&pageIndex=0&doclang=en&mode=req&dir=&occ=first&part=1&cid=5848352#ctx1
http://curia.europa.eu/juris/document/document.jsf?text=%2522European%2BArrest%2BWarrant%2522&docid=220971&pageIndex=0&doclang=en&mode=req&dir=&occ=first&part=1&cid=5848352#ctx1
http://curia.europa.eu/juris/document/document.jsf?text=%2522European%2BArrest%2BWarrant%2522&docid=218890&pageIndex=0&doclang=EN&mode=req&dir=&occ=first&part=1&cid=5848352#ctx1
http://curia.europa.eu/juris/document/document.jsf?text=%2522European%2BArrest%2BWarrant%2522&docid=218890&pageIndex=0&doclang=EN&mode=req&dir=&occ=first&part=1&cid=5848352#ctx1
http://curia.europa.eu/juris/document/document.jsf?text=%2522European%2BArrest%2BWarrant%2522&docid=216677&pageIndex=0&doclang=en&mode=req&dir=&occ=first&part=1&cid=5848352#ctx1
http://curia.europa.eu/juris/document/document.jsf?text=%2522European%2BArrest%2BWarrant%2522&docid=216677&pageIndex=0&doclang=en&mode=req&dir=&occ=first&part=1&cid=5848352#ctx1
http://curia.europa.eu/juris/document/document.jsf?text=&docid=214466&pageIndex=0&doclang=en&mode=lst&dir=&occ=first&part=1&cid=5847803
http://curia.europa.eu/juris/document/document.jsf?text=&docid=214466&pageIndex=0&doclang=en&mode=lst&dir=&occ=first&part=1&cid=5847803
https://www.theguardian.com/world/2019/may/10/dutch-court-blocks-extradition-of-man-to-inhumane-uk-prisons
https://www.theguardian.com/world/2019/may/10/dutch-court-blocks-extradition-of-man-to-inhumane-uk-prisons
http://curia.europa.eu/juris/document/document.jsf?text=&docid=208554&pageIndex=0&doclang=en&mode=lst&dir=&occ=first&part=1&cid=5848904
http://curia.europa.eu/juris/document/document.jsf?text=&docid=208554&pageIndex=0&doclang=en&mode=lst&dir=&occ=first&part=1&cid=5848904
https://curia.europa.eu/jcms/upload/docs/application/pdf/2018-10/cp180141en.pdf
https://curia.europa.eu/jcms/upload/docs/application/pdf/2018-10/cp180141en.pdf
https://curia.europa.eu/jcms/upload/docs/application/pdf/2018-09/cp180135en.pdf
https://curia.europa.eu/jcms/upload/docs/application/pdf/2018-09/cp180135en.pdf
http://curia.europa.eu/juris/document/document.jsf?text=&docid=204395&pageIndex=0&doclang=en&mode=lst&dir=&occ=first&part=1&cid=409114
http://curia.europa.eu/juris/document/document.jsf?text=&docid=204395&pageIndex=0&doclang=en&mode=lst&dir=&occ=first&part=1&cid=409114
http://curia.europa.eu/juris/document/document.jsf;jsessionid=9ea7d0f130dc35cadc40ec1b4fce985f8fce3dd38276.e34KaxiLc3eQc40LaxqMbN4Pb3uPe0?text=&docid=204383&pageIndex=0&doclang=en&mode=lst&dir=&occ=first&part=1&cid=409714
http://curia.europa.eu/juris/document/document.jsf;jsessionid=9ea7d0f130dc35cadc40ec1b4fce985f8fce3dd38276.e34KaxiLc3eQc40LaxqMbN4Pb3uPe0?text=&docid=204383&pageIndex=0&doclang=en&mode=lst&dir=&occ=first&part=1&cid=409714
http://www.microsofttranslator.com/bv.aspx?from=en&to=de&a=http%3A%2F%2Fcuria.europa.eu%2Fjuris%2Fdocument%2Fdocument.jsf%3Bjsessionid%3D9ea7d0f130dc89c939306a6b40f9a6a58e552f5fe55b.e34KaxiLc3eQc40LaxqMbN4Pb3uPe0%3Ftext%3D%26docid%3D204384%26pageIndex%3D0%26doclang%3Den%26mode%3Dlst%26dir%3D%26occ%3Dfirst%26part%3D1%26cid%3D411194
http://www.microsofttranslator.com/bv.aspx?from=en&to=de&a=http%3A%2F%2Fcuria.europa.eu%2Fjuris%2Fdocument%2Fdocument.jsf%3Bjsessionid%3D9ea7d0f130dc89c939306a6b40f9a6a58e552f5fe55b.e34KaxiLc3eQc40LaxqMbN4Pb3uPe0%3Ftext%3D%26docid%3D204384%26pageIndex%3D0%26doclang%3Den%26mode%3Dlst%26dir%3D%26occ%3Dfirst%26part%3D1%26cid%3D411194
https://www.inabsentieaw.eu/wp-content/uploads/2018/10/Background-Report_in-absentia-EAW-in-the-Republic-of-Poland.pdf
https://www.inabsentieaw.eu/wp-content/uploads/2018/10/Background-Report_in-absentia-EAW-in-the-Republic-of-Poland.pdf
http://curia.europa.eu/juris/document/document.jsf?text=&docid=198161&pageIndex=0&doclang=FR&mode=lst&dir=&occ=first&part=1&cid=716782
http://curia.europa.eu/juris/document/document.jsf?text=&docid=198161&pageIndex=0&doclang=FR&mode=lst&dir=&occ=first&part=1&cid=716782
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B2-19 C‑270/17 PPU, Tupikas, Judgment of the Court of 10 August 2017 (Fifth 
Chamber) 

B2-20 Case C‑271/17 PPU, Zdziaszek, Judgment of the Court of 10 August 2017 
(Fifth Chamber) 

B2-21 Case C-579/15, Popławski, Judgement of the Court (Fifth Chamber), 29 
June 2017 

B2-22 Case C‑640/15, Vilkas, Judgement of the Court (Third Chamber), 25 
January 2017  

B2-23 Case C‑477/16 PPU, Kovalkovas, Judgement of the Court (Fourth 
Chamber), 10 November 2016  

B2-24 Case C‑452/16 PPU, Poltorak, Judgement of the Court (Fourth chamber), 
10 November 2016  

B2-25 Case C‑453/16 PPU, Özçelik, Judgement of the Court (Fourth Chamber), 
10 November 2016  

B2-26 Case C‑294/16 PPU, JZ v Śródmieście, Judgement of the Court (Fourth 
Chamber), 28 July 2016  

B2-27 Case C241/15 Bob-Dogi, Judgment of the Court (Second Chamber) of 1 
June 2016 

B2-28 C-108/16 PPU Paweł Dworzecki, Judgment of the Court (Fourth Chamber) 
of 24 May 2016 

B2-29 Cases C‑404/15 Pál Aranyosi and C‑659/15 PPU Robert Căldăraru, 
Judgment of 5 April 2016 

B2-30 Case C-237/15 PPU Lanigan, Judgment of 16 July 2015 (Grand Chamber) 

B2-31 Case C-168/13 PPU Jeremy F / Premier ministre, Judgement of the court 
(Second Chamber), 30 May 2013 

B2-32 Case C-399/11 Stefano Melloni v Ministerio Fiscal, Judgment of of 26 
February 2013 

B2-33 Case C-396/11 Ciprian Vasile Radu, Judgment of 29 January 2013  

B2-34 C-261/09 Mantello, Judgement of 16 November 2010 

B2-35 C-123/08 Wolzenburg, Judgement of 6 October 2009 

B2-36 C-388/08 Leymann and Pustovarov, Judgement of 1 December 2008 

B2-37 C-296/08 Goicoechea, Judgement of 12 August 2008 

B2-38 C-66/08 Szymon Kozlowski, Judgement of 17 July 2008 

 
 
 
 
 
B3) Mutual recognition: freezing and confiscation and asset recovery  
 

B3-01 FATF, COVID-19-related Money Laundering and Terrorist Financing Risk 

and Policy Responses, Paris, 4 May 2020 

B3-02 Money-Laundering and COVID-19: Profit and Loss, Vienna, 14 April 2020 

B3-03 FATF President Statement – COVID-19 and measures to combat illicit 

financing, Paris 1 April 2020 

B3-04 Moneyval Plenary Meeting report, Strasbourg, 31 January 2020 

B3-05 Directive (EU) 2019/1153 of the European Parliament and of the Council of 
20 June 2019, laying down rules facilitating the use of financial and other 
information for the prevention, detection, investigation or prosecution of 
certain criminal offences, and repealing Council Decision 2000/642/JHA 

B3-06 Commission Delegated Regulation (EU) …/... of 13.2.2019 
supplementing Directive (EU) 2015/849 of the European Parliament and of 
the Council by identifying high-risk third countries with strategic 
deficiencies, C(2019) 1326 final 

http://curia.europa.eu/juris/document/document.jsf?text=&docid=193542&pageIndex=0&doclang=en&mode=lst&dir=&occ=first&part=1&cid=717190
http://curia.europa.eu/juris/document/document.jsf?text=&docid=193542&pageIndex=0&doclang=en&mode=lst&dir=&occ=first&part=1&cid=717190
http://curia.europa.eu/juris/document/document.jsf?text=&docid=193541&pageIndex=0&doclang=en&mode=lst&dir=&occ=first&part=1&cid=717205
http://curia.europa.eu/juris/document/document.jsf?text=&docid=193541&pageIndex=0&doclang=en&mode=lst&dir=&occ=first&part=1&cid=717205
http://curia.europa.eu/juris/document/document.jsf?text=&docid=192248&pageIndex=0&doclang=en&mode=lst&dir=&occ=first&part=1&cid=1051687
http://curia.europa.eu/juris/document/document.jsf?text=&docid=192248&pageIndex=0&doclang=en&mode=lst&dir=&occ=first&part=1&cid=1051687
http://curia.europa.eu/juris/document/document.jsf?text=&docid=187124&pageIndex=0&doclang=EN&mode=lst&dir=&occ=first&part=1&cid=162957
http://curia.europa.eu/juris/document/document.jsf?text=&docid=187124&pageIndex=0&doclang=EN&mode=lst&dir=&occ=first&part=1&cid=162957
http://curia.europa.eu/juris/document/document.jsf?text=EAW&docid=185243&pageIndex=0&doclang=EN&mode=lst&dir=&occ=first&part=1&cid=160203
http://curia.europa.eu/juris/document/document.jsf?text=EAW&docid=185243&pageIndex=0&doclang=EN&mode=lst&dir=&occ=first&part=1&cid=160203
http://curia.europa.eu/juris/document/document.jsf?text=EAW&docid=185246&pageIndex=0&doclang=EN&mode=lst&dir=&occ=first&part=1&cid=160203
http://curia.europa.eu/juris/document/document.jsf?text=EAW&docid=185246&pageIndex=0&doclang=EN&mode=lst&dir=&occ=first&part=1&cid=160203
http://curia.europa.eu/juris/document/document.jsf?text=EAW&docid=185253&pageIndex=0&doclang=EN&mode=lst&dir=&occ=first&part=1&cid=160203
http://curia.europa.eu/juris/document/document.jsf?text=EAW&docid=185253&pageIndex=0&doclang=EN&mode=lst&dir=&occ=first&part=1&cid=160203
http://curia.europa.eu/juris/document/document.jsf?text=&docid=182300&pageIndex=0&doclang=EN&mode=lst&dir=&occ=first&part=1&cid=164173
http://curia.europa.eu/juris/document/document.jsf?text=&docid=182300&pageIndex=0&doclang=EN&mode=lst&dir=&occ=first&part=1&cid=164173
http://curia.europa.eu/juris/document/document.jsf;jsessionid=9ea7d2dc30d527c534620a244bc98cf0e7961ee6025a.e34KaxiLc3qMb40Rch0SaxuTahn0?text=&docid=179221&pageIndex=0&doclang=en&mode=lst&dir=&occ=first&part=1&cid=300091
http://curia.europa.eu/juris/document/document.jsf;jsessionid=9ea7d2dc30d527c534620a244bc98cf0e7961ee6025a.e34KaxiLc3qMb40Rch0SaxuTahn0?text=&docid=179221&pageIndex=0&doclang=en&mode=lst&dir=&occ=first&part=1&cid=300091
http://curia.europa.eu/juris/document/document.jsf?text=&docid=178582&pageIndex=0&doclang=FR&mode=lst&dir=&occ=first&part=1&cid=300494
http://curia.europa.eu/juris/document/document.jsf?text=&docid=178582&pageIndex=0&doclang=FR&mode=lst&dir=&occ=first&part=1&cid=300494
http://curia.europa.eu/juris/document/document.jsf;jsessionid=9ea7d0f130d510cf883e7d4c42648eb3d8efe825ebd3.e34KaxiLc3eQc40LaxqMbN4OchiRe0?text=&docid=175547&pageIndex=0&doclang=DE&mode=req&dir=&occ=first&part=1&cid=917709
http://curia.europa.eu/juris/document/document.jsf;jsessionid=9ea7d0f130d510cf883e7d4c42648eb3d8efe825ebd3.e34KaxiLc3eQc40LaxqMbN4OchiRe0?text=&docid=175547&pageIndex=0&doclang=DE&mode=req&dir=&occ=first&part=1&cid=917709
http://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:62015CA0237&from=EN
http://curia.europa.eu/juris/document/document.jsf?docid=137836&mode=req&pageIndex=1&dir=&occ=first&part=1&text=&doclang=EN&cid=47272
http://curia.europa.eu/juris/document/document.jsf?docid=137836&mode=req&pageIndex=1&dir=&occ=first&part=1&text=&doclang=EN&cid=47272
http://curia.europa.eu/juris/document/document.jsf?text=&docid=134203&pageIndex=0&doclang=EN&mode=lst&dir=&occ=first&part=1&cid=5304059
http://curia.europa.eu/juris/document/document.jsf?text=&docid=134203&pageIndex=0&doclang=EN&mode=lst&dir=&occ=first&part=1&cid=5304059
http://curia.europa.eu/juris/document/document.jsf?text=&docid=132981&pageIndex=0&doclang=EN&mode=lst&dir=&occ=first&part=1&cid=5304059
http://eur-lex.europa.eu/legal-content/EN/TXT/HTML/?isOldUri=true&uri=CELEX:62009CJ0261
http://eur-lex.europa.eu/legal-content/EN/TXT/HTML/?isOldUri=true&uri=CELEX:62008CJ0123
http://eur-lex.europa.eu/legal-content/EN/TXT/HTML/?isOldUri=true&uri=CELEX:62008CJ0388
http://eur-lex.europa.eu/legal-content/EN/TXT/HTML/?isOldUri=true&uri=CELEX:62008CJ0296
http://eur-lex.europa.eu/LexUriServ/LexUriServ.do?uri=OJ:C:2008:223:0018:0019:EN:PDF
http://www.fatf-gafi.org/media/fatf/documents/COVID-19-AML-CFT.pdf
http://www.fatf-gafi.org/media/fatf/documents/COVID-19-AML-CFT.pdf
https://www.unodc.org/documents/Advocacy-Section/EN_-_UNODC_-_MONEY_LAUNDERING_AND_COVID19_-_Profit_and_Loss_v1.1_-_14-04-2020_-_CMLS-COVID19-GPML1_-_UNCLASSIFIED_-_BRANDED.pdf
http://www.fatf-gafi.org/publications/fatfgeneral/documents/statement-covid-19.html
http://www.fatf-gafi.org/publications/fatfgeneral/documents/statement-covid-19.html
file:///C:/Users/MKisgyörgy/AppData/Local/Microsoft/Windows/INetCache/Content.Outlook/D85NA2N1/Moneyval%20Plenary%20Meeting%20report,%20Strasbourg,%2031%20January%202020
https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32019L1153&from=EN
https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32019L1153&from=EN
https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32019L1153&from=EN
https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32019L1153&from=EN
https://www.google.com/url?sa=t&rct=j&q=&esrc=s&source=web&cd=1&cad=rja&uact=8&ved=2ahUKEwiztIS60b3iAhVhSxUIHVR5DOgQFjAAegQIBhAC&url=https%3A%2F%2Fec.europa.eu%2Finfo%2Fsites%2Finfo%2Ffiles%2Fcommission-delegated-regulation_hrtc.pdf&usg=AOvVaw2HRSMZj2utBt54emo7Zrqg
https://www.google.com/url?sa=t&rct=j&q=&esrc=s&source=web&cd=1&cad=rja&uact=8&ved=2ahUKEwiztIS60b3iAhVhSxUIHVR5DOgQFjAAegQIBhAC&url=https%3A%2F%2Fec.europa.eu%2Finfo%2Fsites%2Finfo%2Ffiles%2Fcommission-delegated-regulation_hrtc.pdf&usg=AOvVaw2HRSMZj2utBt54emo7Zrqg
https://www.google.com/url?sa=t&rct=j&q=&esrc=s&source=web&cd=1&cad=rja&uact=8&ved=2ahUKEwiztIS60b3iAhVhSxUIHVR5DOgQFjAAegQIBhAC&url=https%3A%2F%2Fec.europa.eu%2Finfo%2Fsites%2Finfo%2Ffiles%2Fcommission-delegated-regulation_hrtc.pdf&usg=AOvVaw2HRSMZj2utBt54emo7Zrqg
https://www.google.com/url?sa=t&rct=j&q=&esrc=s&source=web&cd=1&cad=rja&uact=8&ved=2ahUKEwiztIS60b3iAhVhSxUIHVR5DOgQFjAAegQIBhAC&url=https%3A%2F%2Fec.europa.eu%2Finfo%2Fsites%2Finfo%2Ffiles%2Fcommission-delegated-regulation_hrtc.pdf&usg=AOvVaw2HRSMZj2utBt54emo7Zrqg
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B3-07 Regulation 2018/1805 of the European Parliament and of the Council on 
the mutual recognition of freezing and confiscation orders, L 303/1, 
Brussels, 14 November 2018 

B3-08 Directive (EU) 2018/1673 of the European Parliament and of the Council of 
23 October 2018 on combating money laundering by criminal law, L 284/22 

B3-09 Directive (EU) 2018/843 of the European Parliament and of the Council of 
30 May 2018 amending Directive (EU) 2015/849 on the prevention of the 
use of the financial system for the purposes of money laundering or terrorist 
financing, and amending Directives 2009/138/EC and 2013/36/EU (Text 
with EEA relevance), PE/72/2017/REV/1 OJ L 156, p. 43–74, 19 June 2018 

B3-10 Directive (EU) 2017/541 of the European Parliament and of the Council of 
15 March 2017 on combating terrorism and replacing Council Framework 
Decision 2002/475/JHA and amending Council Decision 2005/671/JHA  

B3-11 Regulation (EU) 2016/1675 of 14 July 2016 supplementing Directive (EU) 

2015/849 of the European Parliament and of the Council by identifying 

high-risk third countries with strategic deficiencies (Text with EEA 

relevance) 

B3-12 Directive (EU) 2015/849 of the European Parliament and of the Council of 
20 May 2015 on the prevention of the use of the financial system for the 
purposes of money laundering or terrorist financing, amending Regulation 
(EU) No 648/2012 of the European Parliament and of the Council, and 
repealing Directive 2005/60/EC of the European Parliament and of the 
Council and Commission Directive 2006/70/EC (Text with EEA relevance) 

B3-13 Regulation (EU) 2015/847 of the European Parliament and of the Council of 
20 May 2015 on information accompanying transfers of funds and repealing 
Regulation (EC) No 1781/2006 (Text with EEA relevance) 

B3-14 Regulation (EC) No 1889/2005 of the European Parliament and of the 

Council of 26 October 2005 on controls of cash entering or leaving the 

Community 

B3-15 Council Framework Decision of 26 June 2001 on money laundering, the 

identification, tracing, freezing, seizing and confiscation of instrumentalities 

and the proceeds of crime (2001/500/JHA) 

B3-16 Council Decision of 17 October 2000 concerning arrangements for 

cooperation between financial intelligence units of the Member States in 

respect of exchanging information (2000/642/JHA) 

 
  

https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32018R1805&from=EN
https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32018R1805&from=EN
https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32018R1805&from=EN
https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32018L1673&from=EN
https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32018L1673&from=EN
https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32018L0843&from=EN
https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32018L0843&from=EN
https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32018L0843&from=EN
https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32018L0843&from=EN
https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32018L0843&from=EN
http://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32017L0541&from=EN
http://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32017L0541&from=EN
http://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32017L0541&from=EN
http://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32016R1675&from=EN
http://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32016R1675&from=EN
http://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32016R1675&from=EN
http://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32016R1675&from=EN
http://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32015L0849&from=EN
http://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32015L0849&from=EN
http://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32015L0849&from=EN
http://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32015L0849&from=EN
http://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32015L0849&from=EN
http://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32015L0849&from=EN
http://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32015R0847&from=EN
http://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32015R0847&from=EN
http://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32015R0847&from=EN
http://www.ctif-cfi.be/website/images/EN/law_eu/ec_no_1889-2005-en.pdf
http://www.ctif-cfi.be/website/images/EN/law_eu/ec_no_1889-2005-en.pdf
http://www.ctif-cfi.be/website/images/EN/law_eu/ec_no_1889-2005-en.pdf
http://eur-lex.europa.eu/LexUriServ/LexUriServ.do?uri=OJ:L:2001:182:0001:0002:EN:PDF
http://eur-lex.europa.eu/LexUriServ/LexUriServ.do?uri=OJ:L:2001:182:0001:0002:EN:PDF
http://eur-lex.europa.eu/LexUriServ/LexUriServ.do?uri=OJ:L:2001:182:0001:0002:EN:PDF
http://eur-lex.europa.eu/LexUriServ/LexUriServ.do?uri=OJ:L:2000:271:0004:0006:EN:PDF
http://eur-lex.europa.eu/LexUriServ/LexUriServ.do?uri=OJ:L:2000:271:0004:0006:EN:PDF
http://eur-lex.europa.eu/LexUriServ/LexUriServ.do?uri=OJ:L:2000:271:0004:0006:EN:PDF
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B4) Mutual recognition: Convictions 

 

B4-01 Council Framework Decision 2009/829/JHA of 23 October 2009 on the 
application, between Member States of the European Union, of the 
principle of mutual recognition to decisions on supervision measures as an 
alternative to provisional detention (OJ L 294/20; 11.11.2009) 

B4-02 Council Framework Decision 2008/947/JHA on the application of the 
principle of mutual recognition to judgments and probation decisions with a 
view to the supervision of probation measures and alternative sanctions 
(OJ L 337/102; 16.12.2008) 

B4-03 Council Framework Decision 2008/909/JHA of 27 November 2008 on the 
application of the principle of mutual recognition to judgments in criminal 
matters imposing custodial sentences or measures involving deprivation of 
liberty for the purpose of their enforcement in the European Union (OJ L 
327/27; 5.12.2008) 

B4-04 Council Framework Decision 2008/675/JHA of 24 July 2008 on taking 
account of convictions in the Member States of the European Union in the 
course of new criminal proceedings (OJ L 220/32; 15.08.2008) 

B4-05 Case C-234/18, Judgment of 20 March 2020 

B4-06 Case C-390/16, Dániel Bertold Lada, Opinion of AG Bot, delivered on 06 
February 2018 

B4-07 Case C-171/16, Trayan Beshkov, Judgement of the Court (Fifth 
Chamber), 21 September 2017 

B4-08 Case C‑528/15, Policie ČR,Krajské ředitelství policie Ústeckého kraje, 
odbor cizinecké policie v Salah Al Chodor, Ajlin Al Chodor, Ajvar Al 
Chodor, Judgement of the Court (Second Chamber), 15 March 2017  

B4-09 Case C‑554/14, Ognyanov, Judgement of the Court (Grand Chamber), 8 
November 2016 

B4-10 Case C‑439/16 PPU, Milev, Judgement of the Court (Fourth Chamber), 27 
October 2016  

B4-11 C‑294/16 PPU, JZ v Śródmieście, Judgement of the Court (Fourth 
Chamber), 28 July 2016  

B4-12 C‑601/15 PPU, J. N. v Staatssecretaris voor Veiligheid en Justitie, 
Judgement of the Court (Grand Chamber), 15 February 2016  

B4-13 C‑474/13, Thi Ly Pham v Stadt Schweinfurt, Amt für Meldewesen und 
Statistik, Judgement of the Court (Grand Chamber), 17 July 2014  

B4-14 Joined Cases C‑473/13 and C‑514/13, Bero and Bouzalmate, Judgement 
of the Court (Grand Chamber), 17 July 2014  

B4-15 C‑146/14 PPU, Bashir Mohamed Ali Mahdi, Judgement of the Court (Third 
Chamber), 5 June 2014 

B4-16 Case C‑383/13 PPU, M. G., N. R., Judgement of the Court (Second 
Chamber), 10 September 2013 

 
  

http://eur-lex.europa.eu/LexUriServ/LexUriServ.do?uri=OJ:L:2009:294:0020:0040:en:PDF
http://eur-lex.europa.eu/LexUriServ/LexUriServ.do?uri=OJ:L:2009:294:0020:0040:en:PDF
http://eur-lex.europa.eu/LexUriServ/LexUriServ.do?uri=OJ:L:2009:294:0020:0040:en:PDF
http://eur-lex.europa.eu/LexUriServ/LexUriServ.do?uri=OJ:L:2009:294:0020:0040:en:PDF
http://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32008F0947&from=EN
http://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32008F0947&from=EN
http://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32008F0947&from=EN
http://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32008F0947&from=EN
http://eur-lex.europa.eu/LexUriServ/LexUriServ.do?uri=OJ:L:2008:327:0027:0046:EN:PDF
http://eur-lex.europa.eu/LexUriServ/LexUriServ.do?uri=OJ:L:2008:327:0027:0046:EN:PDF
http://eur-lex.europa.eu/LexUriServ/LexUriServ.do?uri=OJ:L:2008:327:0027:0046:EN:PDF
http://eur-lex.europa.eu/LexUriServ/LexUriServ.do?uri=OJ:L:2008:327:0027:0046:EN:PDF
http://eur-lex.europa.eu/LexUriServ/LexUriServ.do?uri=OJ:L:2008:327:0027:0046:EN:PDF
http://eur-lex.europa.eu/LexUriServ/LexUriServ.do?uri=OJ:L:2008:220:0032:0034:EN:PDF
http://eur-lex.europa.eu/LexUriServ/LexUriServ.do?uri=OJ:L:2008:220:0032:0034:EN:PDF
http://eur-lex.europa.eu/LexUriServ/LexUriServ.do?uri=OJ:L:2008:220:0032:0034:EN:PDF
http://curia.europa.eu/juris/document/document.jsf?text=&docid=224581&pageIndex=0&doclang=DE&mode=lst&dir=&occ=first&part=1&cid=3895348
http://curia.europa.eu/juris/document/document.jsf?text=%2522recognition%2Bof%2Bconvictions%2522&docid=199101&pageIndex=0&doclang=EN&mode=req&dir=&occ=first&part=1&cid=5848352#ctx1
http://curia.europa.eu/juris/document/document.jsf?text=%2522recognition%2Bof%2Bconvictions%2522&docid=199101&pageIndex=0&doclang=EN&mode=req&dir=&occ=first&part=1&cid=5848352#ctx1
http://curia.europa.eu/juris/document/document.jsf?text=&docid=194782&pageIndex=0&doclang=EN&mode=lst&dir=&occ=first&part=1&cid=40387
http://curia.europa.eu/juris/document/document.jsf?text=&docid=194782&pageIndex=0&doclang=EN&mode=lst&dir=&occ=first&part=1&cid=40387
http://curia.europa.eu/juris/document/document.jsf?text=detention&docid=188907&pageIndex=0&doclang=en&mode=req&dir=&occ=first&part=1&cid=169169#ctx1
http://curia.europa.eu/juris/document/document.jsf?text=detention&docid=188907&pageIndex=0&doclang=en&mode=req&dir=&occ=first&part=1&cid=169169#ctx1
http://curia.europa.eu/juris/document/document.jsf?text=detention&docid=188907&pageIndex=0&doclang=en&mode=req&dir=&occ=first&part=1&cid=169169#ctx1
http://curia.europa.eu/juris/document/document.jsf?text=&docid=185201&pageIndex=0&doclang=EN&mode=lst&dir=&occ=first&part=1&cid=324997
http://curia.europa.eu/juris/document/document.jsf?text=&docid=185201&pageIndex=0&doclang=EN&mode=lst&dir=&occ=first&part=1&cid=324997
http://curia.europa.eu/juris/document/document.jsf?text=&docid=184894&pageIndex=0&doclang=EN&mode=lst&dir=&occ=first&part=1&cid=167435
http://curia.europa.eu/juris/document/document.jsf?text=&docid=184894&pageIndex=0&doclang=EN&mode=lst&dir=&occ=first&part=1&cid=167435
http://curia.europa.eu/juris/document/document.jsf?text=detention&docid=182300&pageIndex=0&doclang=en&mode=req&dir=&occ=first&part=1&cid=169169#ctx1
http://curia.europa.eu/juris/document/document.jsf?text=detention&docid=182300&pageIndex=0&doclang=en&mode=req&dir=&occ=first&part=1&cid=169169#ctx1
http://curia.europa.eu/juris/document/document.jsf?text=detention&docid=174342&pageIndex=0&doclang=en&mode=req&dir=&occ=first&part=1&cid=169169#ctx1
http://curia.europa.eu/juris/document/document.jsf?text=detention&docid=174342&pageIndex=0&doclang=en&mode=req&dir=&occ=first&part=1&cid=169169#ctx1
http://curia.europa.eu/juris/document/document.jsf?text=detention&docid=155107&pageIndex=0&doclang=en&mode=req&dir=&occ=first&part=1&cid=170409#ctx1
http://curia.europa.eu/juris/document/document.jsf?text=detention&docid=155107&pageIndex=0&doclang=en&mode=req&dir=&occ=first&part=1&cid=170409#ctx1
http://curia.europa.eu/juris/document/document.jsf?text=detention&docid=155112&pageIndex=0&doclang=en&mode=req&dir=&occ=first&part=1&cid=170409#ctx1
http://curia.europa.eu/juris/document/document.jsf?text=detention&docid=155112&pageIndex=0&doclang=en&mode=req&dir=&occ=first&part=1&cid=170409#ctx1
http://curia.europa.eu/juris/document/document.jsf?text=detention&docid=153314&pageIndex=0&doclang=en&mode=req&dir=&occ=first&part=1&cid=170409#ctx1
http://curia.europa.eu/juris/document/document.jsf?text=detention&docid=153314&pageIndex=0&doclang=en&mode=req&dir=&occ=first&part=1&cid=170409#ctx1
http://curia.europa.eu/juris/document/document.jsf?text=detention&docid=140861&pageIndex=0&doclang=en&mode=req&dir=&occ=first&part=1&cid=170409#ctx1
http://curia.europa.eu/juris/document/document.jsf?text=detention&docid=140861&pageIndex=0&doclang=en&mode=req&dir=&occ=first&part=1&cid=170409#ctx1
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B5) Mutual recognition in practice: evidence and e-evidence  

 

B5-01 The European Law Blog, „E-Evidence: The way forward. Summary of a 
Workshop held in Brussels on 25 September 2019, Theodore Christakis, 
06 November 2019 

B5-02 Joint Note of Eurojust and the European Judicial Network on the Practical 
Application of the European Investigation Order, June 2019  

B5-03 European Commission, Press Release, „Security Union: Commission 
recommends negotiating international rules for obtaining electronic 
evidence”, Brussels, 05 February 2019  

B5-04 EURCRIM, “The European Commission‘s Proposal on Cross Border 
Access to e-Evidence – Overview and Critical Remarks” by Stanislaw 
Tosza, Issue 4/2018, pp. 212-219 

B5-05 Recommendation for a Council Decision authorising the opening of 
negotiations in view of an agreement between the European Union and the 
United States of America on cross-border access to electronic evidence for 
judicial cooperation in criminal matters, COM(2019) 70 final, Brussels, 05 
February 2019 

B5-06 Annex to the Recommendation for a Council Decision authorising the 
opening of negotiations in view of an agreement between the European 
Union and the United States of America on cross-border access to 
electronic evidence for judicial cooperation in criminal matters, COM(2019) 
70 final, Brussels, 05 February 2019 

B5-07 Fair Trials, Policy Brief, „The impact on the procedural rights of defendants 
of cross-border access to electronic data through judicial cooperation in 
criminal matters”, October 2018 

B5-08 ECBA Opinion on European Commission Proposals for: (1) A Regulation 
on European Production and Preservation Orders for electronic evidence 
& (2) a Directive for harmonised rules on the appointment of legal 
representatives for the purpose of gathering evidence in criminal 
proceedings, Rapporteurs: Stefanie Schott (Germany), Julian Hayes 
(United Kingdom) 

B5-09 Proposal for a Directive of the European Parliament and of the Council 
laying down harmonised rules on the appointment of legal representatives 
for the purpose of gathering evidence in criminal proceedings, COM(2018) 
226 final, Strasbourg, 17 April 2018 

B5-10 Proposal for a Regulation of the European Parliament and of the Council 
on European Production and Preservation Orders for electronic evidence 
in criminal matters, COM(2018) 225 final, Strasbourg, 17 April 2018 

B5-11 Non-paper from the Commission services: Improving cross-border access 
to electronic evidence: Findings from the expert process and suggested 
way forward (8 June 2017) 

B5-12 Non-paper: Progress Report following the Conclusions of the Council of 
the European Union on Improving Criminal Justice in Cyberspace (7 
December 2016) 

B5-13 ENISA 2014 - Electronic evidence - a basic guide for First Responders 
(Good practice material for CERT first responders) 

B5-14 Directive 2014/41/EU of 3 April 2014 regarding the European Investigation 
Order in criminal matters (OJ L 130/1; 1.5.2014) 

B5-15 Guidelines on Digital Forensic Procedures for OLAF Staff” (Ref. 
Ares(2013)3769761 - 19/12/2013, 1 January 2014 

B5-16 ACPO Good Practice Guide for Digital Evidence (March 2012) 

B5-17 Council Framework Decision 2008/978/JHA of 18 December 2008 on the 
European evidence warrant for the purpose of obtaining objects, 

https://europeanlawblog.eu/2019/11/06/e-evidence-the-way-forward-summary-of-the-workshop-held-in-brussels-on-25-september-2019/
https://europeanlawblog.eu/2019/11/06/e-evidence-the-way-forward-summary-of-the-workshop-held-in-brussels-on-25-september-2019/
https://europeanlawblog.eu/2019/11/06/e-evidence-the-way-forward-summary-of-the-workshop-held-in-brussels-on-25-september-2019/
http://www.eurojust.europa.eu/doclibrary/Eurojust-framework/Casework/Joint%20note%20of%20Eurojust%20and%20the%20EJN%20on%20the%20practical%20application%20of%20the%20European%20Investigation%20Order%20(June%202019)/2019-06-Joint_Note_EJ-EJN_practical_application_EIO.pdf
http://www.eurojust.europa.eu/doclibrary/Eurojust-framework/Casework/Joint%20note%20of%20Eurojust%20and%20the%20EJN%20on%20the%20practical%20application%20of%20the%20European%20Investigation%20Order%20(June%202019)/2019-06-Joint_Note_EJ-EJN_practical_application_EIO.pdf
https://ec.europa.eu/commission/presscorner/api/files/document/print/en/ip_19_843/IP_19_843_EN.pdf
https://ec.europa.eu/commission/presscorner/api/files/document/print/en/ip_19_843/IP_19_843_EN.pdf
https://ec.europa.eu/commission/presscorner/api/files/document/print/en/ip_19_843/IP_19_843_EN.pdf
https://eucrim.eu/articles/european-commissions-proposal-cross-border-access-e-evidence/
https://eucrim.eu/articles/european-commissions-proposal-cross-border-access-e-evidence/
https://eucrim.eu/articles/european-commissions-proposal-cross-border-access-e-evidence/
https://eur-lex.europa.eu/resource.html?uri=cellar:b1826bff-2939-11e9-8d04-01aa75ed71a1.0001.02/DOC_1&format=PDF
https://eur-lex.europa.eu/resource.html?uri=cellar:b1826bff-2939-11e9-8d04-01aa75ed71a1.0001.02/DOC_1&format=PDF
https://eur-lex.europa.eu/resource.html?uri=cellar:b1826bff-2939-11e9-8d04-01aa75ed71a1.0001.02/DOC_1&format=PDF
https://eur-lex.europa.eu/resource.html?uri=cellar:b1826bff-2939-11e9-8d04-01aa75ed71a1.0001.02/DOC_1&format=PDF
https://eur-lex.europa.eu/resource.html?uri=cellar:b1826bff-2939-11e9-8d04-01aa75ed71a1.0001.02/DOC_1&format=PDF
https://eur-lex.europa.eu/resource.html?uri=cellar:b1826bff-2939-11e9-8d04-01aa75ed71a1.0001.02/DOC_2&format=PDF
https://eur-lex.europa.eu/resource.html?uri=cellar:b1826bff-2939-11e9-8d04-01aa75ed71a1.0001.02/DOC_2&format=PDF
https://eur-lex.europa.eu/resource.html?uri=cellar:b1826bff-2939-11e9-8d04-01aa75ed71a1.0001.02/DOC_2&format=PDF
https://eur-lex.europa.eu/resource.html?uri=cellar:b1826bff-2939-11e9-8d04-01aa75ed71a1.0001.02/DOC_2&format=PDF
https://eur-lex.europa.eu/resource.html?uri=cellar:b1826bff-2939-11e9-8d04-01aa75ed71a1.0001.02/DOC_2&format=PDF
https://fairtrials.org/sites/default/files/JUD-IT-Fair-Trials-Policy-Brief-October-2018.pdf
https://fairtrials.org/sites/default/files/JUD-IT-Fair-Trials-Policy-Brief-October-2018.pdf
https://fairtrials.org/sites/default/files/JUD-IT-Fair-Trials-Policy-Brief-October-2018.pdf
http://www.ecba.org/extdocserv/20190213-ECBAonEPOsEPROs_Final.pdf
http://www.ecba.org/extdocserv/20190213-ECBAonEPOsEPROs_Final.pdf
http://www.ecba.org/extdocserv/20190213-ECBAonEPOsEPROs_Final.pdf
http://www.ecba.org/extdocserv/20190213-ECBAonEPOsEPROs_Final.pdf
http://www.ecba.org/extdocserv/20190213-ECBAonEPOsEPROs_Final.pdf
http://www.ecba.org/extdocserv/20190213-ECBAonEPOsEPROs_Final.pdf
http://eur-lex.europa.eu/legal-content/EN/TXT/?qid=1524129181403&uri=COM:2018:226:FIN
http://eur-lex.europa.eu/legal-content/EN/TXT/?qid=1524129181403&uri=COM:2018:226:FIN
http://eur-lex.europa.eu/legal-content/EN/TXT/?qid=1524129181403&uri=COM:2018:226:FIN
http://eur-lex.europa.eu/legal-content/EN/TXT/?qid=1524129181403&uri=COM:2018:226:FIN
http://eur-lex.europa.eu/resource.html?uri=cellar:639c80c9-4322-11e8-a9f4-01aa75ed71a1.0001.02/DOC_1&format=PDF
http://eur-lex.europa.eu/resource.html?uri=cellar:639c80c9-4322-11e8-a9f4-01aa75ed71a1.0001.02/DOC_1&format=PDF
http://eur-lex.europa.eu/resource.html?uri=cellar:639c80c9-4322-11e8-a9f4-01aa75ed71a1.0001.02/DOC_1&format=PDF
https://ec.europa.eu/home-affairs/sites/homeaffairs/files/docs/pages/20170522_non-paper_electronic_evidence_en.pdf
https://ec.europa.eu/home-affairs/sites/homeaffairs/files/docs/pages/20170522_non-paper_electronic_evidence_en.pdf
https://ec.europa.eu/home-affairs/sites/homeaffairs/files/docs/pages/20170522_non-paper_electronic_evidence_en.pdf
https://db.eurocrim.org/db/en/doc/2625.pdf
https://db.eurocrim.org/db/en/doc/2625.pdf
https://db.eurocrim.org/db/en/doc/2625.pdf
https://www.enisa.europa.eu/activities/cert/support/fight-against-cybercrime/electronic-evidence-a-basic-guide-for-first-responders
https://www.enisa.europa.eu/activities/cert/support/fight-against-cybercrime/electronic-evidence-a-basic-guide-for-first-responders
http://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32014L0041&from=EN
http://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32014L0041&from=EN
http://ec.europa.eu/anti_fraud/documents/forensics/guidelines_en.pdf
http://ec.europa.eu/anti_fraud/documents/forensics/guidelines_en.pdf
http://www.digital-detective.net/digital-forensics-documents/ACPO_Good_Practice_Guide_for_Digital_Evidence_v5.pdf
http://eur-lex.europa.eu/LexUriServ/LexUriServ.do?uri=OJ:L:2008:350:0072:0092:EN:PDF
http://eur-lex.europa.eu/LexUriServ/LexUriServ.do?uri=OJ:L:2008:350:0072:0092:EN:PDF
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documents and data for use in proceedings in criminal matters (OJ L, 
350/72, 30.12.2008) 

B5-18 Council Framework Decision 2003/577/JHA of 22 July 2003 
on the execution in the European Union of orders freezing property or 
evidence (OJ L 196/45; 2.8.2003) 

B5-19 Directive 2000/31/EC of the European Parliament and of the Council of 8 
June 2000 on certain legal aspects of information society services, in 
particular electronic commerce, in the Internal Market (Directive on 
electronic commerce) (Official Journal L 178/1, 17.7.2000) 

B5-20 Communication from the Commission to the European Parliament, the 
Council, the Economic and Social Committee and the Committee of the 
Regions ensuring security and trust in electronic communication - Towards 
a European Framework for Digital Signatures and Encryption (COM (97) 
503), October 1997 

 
 

 B6) Criminal records, Interoperability 
 

B6-01 
Regulation (EU) 2019/816 of the European Parliament and of the Council 
of 17 April 2019 establishing a centralised system for the identification of 
Member States holding conviction information on third-country nationals 
and stateless persons (ECRIS-TCN) to supplement the European Criminal 
Records Information System and amending Regulation (EU) 2018/1726 ) 
(OJ L135/85, 22.05.2019) 

B6-02 
Regulation (EU) 2019/818 of the European Parliament and of the Council 
of 20 May 2019 on establishing a framework for interoperability between 
EU information systems in the field of police and judicial cooperation, 
asylum and migration and amending Regulations (EU) 2018/1726, (EU) 
2018/1862 and (EU) 2019/816 (OJ L 135/85, 22.05.2019) 

B6-03 
Regulation (EU) 2019/817 of the European Parliament and of the Council 
of 20 May 2019 on establishing a framework for interoperability between 
EU information systems in the field of borders and visa and amending 
Regulations (EC) No 767/2008, (EU) 2016/399, (EU) 2017/2226, (EU) 
2018/1240, (EU) 2018/1726 and (EU) 2018/1861 of the European 
Parliament and of the Council and Council Decisions 2004/512/EC and 
2008/633/JHA (OJ L 135/27, 22.05.2019) 

B6-04 
Directive of the European Parliament and of the Council amending Council 
Framework Decision 2009/315/JHA, as regards the exchange of 
information on third-country nationals and as regards the European 
Criminal Records Information System (ECRIS), and replacing Council 
Decision 2009/316/JHA, PE-CONS 87/1/18, Strasbourg, 17 April 2019 

B6-05 Council Framework Decision 2009/315/JHA of 26 February 2009 on the 
organisation and content of the exchange of information extracted from the 
criminal record between Member States (OJ L 93/23; 07.4.2009) 

B6-06 Council Decision on the exchange of information extracted from criminal 
records – Manual of Procedure (6397/5/06 REV 5; 15.1.2007) 

B6-07 
 

Council Decision 2005/876/JHA of 21 November 2005 on the exchange of 
information extracted from the criminal record (OJ L 322/33; 9.12.2005) 

 
  

http://eur-lex.europa.eu/LexUriServ/LexUriServ.do?uri=OJ:L:2008:350:0072:0092:EN:PDF
http://eur-lex.europa.eu/LexUriServ/LexUriServ.do?uri=OJ:L:2008:350:0072:0092:EN:PDF
http://eur-lex.europa.eu/LexUriServ/LexUriServ.do?uri=OJ:L:2003:196:0045:0055:EN:PDF
http://eur-lex.europa.eu/LexUriServ/LexUriServ.do?uri=OJ:L:2003:196:0045:0055:EN:PDF
http://eur-lex.europa.eu/LexUriServ/LexUriServ.do?uri=OJ:L:2003:196:0045:0055:EN:PDF
http://eur-lex.europa.eu/LexUriServ/LexUriServ.do?uri=CELEX:32000L0031:en:HTML
http://eur-lex.europa.eu/LexUriServ/LexUriServ.do?uri=CELEX:32000L0031:en:HTML
http://eur-lex.europa.eu/LexUriServ/LexUriServ.do?uri=CELEX:32000L0031:en:HTML
http://eur-lex.europa.eu/LexUriServ/LexUriServ.do?uri=CELEX:32000L0031:en:HTML
http://groups.csail.mit.edu/mac/classes/6.805/articles/crypto/eu-october-8-97.html
http://groups.csail.mit.edu/mac/classes/6.805/articles/crypto/eu-october-8-97.html
http://groups.csail.mit.edu/mac/classes/6.805/articles/crypto/eu-october-8-97.html
http://groups.csail.mit.edu/mac/classes/6.805/articles/crypto/eu-october-8-97.html
http://groups.csail.mit.edu/mac/classes/6.805/articles/crypto/eu-october-8-97.html
https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=OJ:L:2019:135:FULL&from=LV#bookmark_nopage_001
https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=OJ:L:2019:135:FULL&from=LV#bookmark_nopage_001
https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=OJ:L:2019:135:FULL&from=LV#bookmark_nopage_001
https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=OJ:L:2019:135:FULL&from=LV#bookmark_nopage_001
https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=OJ:L:2019:135:FULL&from=LV#bookmark_nopage_001
https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=OJ:L:2019:135:FULL&from=LV#bookmark_nopage_003
https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=OJ:L:2019:135:FULL&from=LV#bookmark_nopage_003
https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=OJ:L:2019:135:FULL&from=LV#bookmark_nopage_003
https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=OJ:L:2019:135:FULL&from=LV#bookmark_nopage_003
https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=OJ:L:2019:135:FULL&from=LV#bookmark_nopage_003
https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32019R0817&qid=1575464342795&from=EN
https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32019R0817&qid=1575464342795&from=EN
https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32019R0817&qid=1575464342795&from=EN
https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32019R0817&qid=1575464342795&from=EN
https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32019R0817&qid=1575464342795&from=EN
https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32019R0817&qid=1575464342795&from=EN
https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32019R0817&qid=1575464342795&from=EN
https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CONSIL:PE_87_2018_REV_1&qid=1557318968172&from=EN
https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CONSIL:PE_87_2018_REV_1&qid=1557318968172&from=EN
https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CONSIL:PE_87_2018_REV_1&qid=1557318968172&from=EN
https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CONSIL:PE_87_2018_REV_1&qid=1557318968172&from=EN
https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CONSIL:PE_87_2018_REV_1&qid=1557318968172&from=EN
http://eur-lex.europa.eu/LexUriServ/LexUriServ.do?uri=OJ:L:2009:093:0023:0032:EN:PDF
http://eur-lex.europa.eu/LexUriServ/LexUriServ.do?uri=OJ:L:2009:093:0023:0032:EN:PDF
http://eur-lex.europa.eu/LexUriServ/LexUriServ.do?uri=OJ:L:2009:093:0023:0032:EN:PDF
http://register.consilium.europa.eu/pdf/en/06/st06/st06397-re05.en06.pdf
http://register.consilium.europa.eu/pdf/en/06/st06/st06397-re05.en06.pdf
http://eur-lex.europa.eu/LexUriServ/LexUriServ.do?uri=OJ:L:2005:322:0033:0037:EN:PDF
http://eur-lex.europa.eu/LexUriServ/LexUriServ.do?uri=OJ:L:2005:322:0033:0037:EN:PDF
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B7) Conflicts of jurisdiction – Ne bis in idem 
  

B7-01 Case law by the Court of Justice of the European Union on the principle of 
ne bis in idem in criminal matters, Eurojust, April 2020 

B7-02 Council Framework Decision 2009/948/JHA of 30 November 2009 on 
prevention and settlement of conflicts of exercise of jurisdiction in criminal 
proceedings (OJ L 328/42; 15.12.2009, P.42) 

B7-03 European Convention on the Transfer of Proceedings in Criminal Matters 
(Strasbourg, 15.V.1972) 

 
 
 C) Procedural guarantees in the EU 
 

C-01 Directive (EU) 2016/1919 of the European Parliament and of the Council 
of 26 October 2016 on legal aid for suspects and accused persons in 
criminal proceedings and for requested persons in European arrest 
warrant proceedings (OJ L 297/1, 4.11.2016) 

C-02 Directive (EU) 2016/800 of the European Parliament and of the Council of 
11 May 2016 on procedural safeguards for children who are suspects or 
accused persons in criminal proceedings (OJ L 132 1; 21.5.2016) 

C-03 Directive 2016/343 of 9 March 2016 on the strengthening of certain 
aspects of the presumption of innocence and of the right to be present at 
the trial in criminal proceedings (11.3.2016; OJ L 65/1) 

C-04 Directive 2013/48/EU of 22 October 2013 on the right of access to a 
lawyer in criminal proceedings and in European arrest warrant 
proceedings, and on the right to have a third party informed upon 
deprivation of liberty and to communicate with third persons and with 
consular authorities while deprived of liberty (OJ L 294/1; 6.11.2013) 

C-05 Directive 2012/13/EU of the European Parliament and of the Council of 22 
May 2012 on the right to information in criminal proceedings (1.6.2012; OJ 
L 142/1) 

C-06 Directive 2010/64/EU of the European Parliament and of the Council of 20 
October 2010 on the right to interpretation and translation in criminal 
proceedings (OJ L 280/1; 26.10.2010) 

C-07 Case C-659/18, Judgement of the Court of 2 March 2020  

C-08 Case C-688/18, Judgement of the Court of 3 February 2020 

C-09 Case C-467/18, Rayonna prokuratura Lom, Judgment of the Court of 19 
September 2019 

C-10 Case C-467/18 on directive 2013/48/EU on the right of access to a lawyer 
in criminal proceedings, EP, Judgement of the court (Third Chamber), 19. 
September 2019 

C-11 Case C-377/18, AH a. o., Judgment of the Court of 05 September 2019 

C-12 Case C-646/17 on directive 2012/13/EU on the right to information in 
criminal proceedings, Gianluca Moro, Judgement of the Court (First 
Chamber), 13 June 2019 

C-13 Case C-8/19 PPU, criminal proceedings against RH (presumption of 
innocence), Decision of the Court (First Chamber), 12. February 2019 

C-14 Case C-646/17, Gianluca Moro, Opinion of the AG Bobek, 05 February 
2019 

C-15 Case C‑551/18 PPU, IK,  Judgment of the Court (First Chamber), 6 
December 2018 

C-16 Case C‑327/18 PPU, RO, Judgment of 19 September 2018 (First 
Chamber) 

C-17 Case C‑268/17, AY, Judgment of the Court (Fifth Chamber), 25 July 2018 

http://www.eurojust.europa.eu/doclibrary/Eurojust-framework/caselawanalysis/Case%20law%20by%20the%20Court%20of%20Justice%20of%20the%20European%20Union%20on%20the%20principle%20of%20ne%20bis%20in%20idem%20in%20criminal%20matters%20(April%202020)/2020-04_Case-law-by-CJEU-on-NeBisInIdem_EN.pdf
http://www.eurojust.europa.eu/doclibrary/Eurojust-framework/caselawanalysis/Case%20law%20by%20the%20Court%20of%20Justice%20of%20the%20European%20Union%20on%20the%20principle%20of%20ne%20bis%20in%20idem%20in%20criminal%20matters%20(April%202020)/2020-04_Case-law-by-CJEU-on-NeBisInIdem_EN.pdf
http://eur-lex.europa.eu/LexUriServ/LexUriServ.do?uri=OJ:L:2009:328:0042:0047:EN:PDF
http://eur-lex.europa.eu/LexUriServ/LexUriServ.do?uri=OJ:L:2009:328:0042:0047:EN:PDF
http://eur-lex.europa.eu/LexUriServ/LexUriServ.do?uri=OJ:L:2009:328:0042:0047:EN:PDF
https://rm.coe.int/CoERMPublicCommonSearchServices/DisplayDCTMContent?documentId=0900001680072d42
https://rm.coe.int/CoERMPublicCommonSearchServices/DisplayDCTMContent?documentId=0900001680072d42
http://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32016L1919&from=EN
http://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32016L1919&from=EN
http://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32016L1919&from=EN
http://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32016L1919&from=EN
http://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32016L0800&from=en
http://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32016L0800&from=en
http://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32016L0800&from=en
http://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32016L0343&from=FR
http://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32016L0343&from=FR
http://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32016L0343&from=FR
http://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32013L0048&from=EN
http://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32013L0048&from=EN
http://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32013L0048&from=EN
http://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32013L0048&from=EN
http://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32013L0048&from=EN
http://eur-lex.europa.eu/LexUriServ/LexUriServ.do?uri=OJ:L:2012:142:0001:0010:EN:PDF
http://eur-lex.europa.eu/LexUriServ/LexUriServ.do?uri=OJ:L:2012:142:0001:0010:EN:PDF
http://eur-lex.europa.eu/LexUriServ/LexUriServ.do?uri=OJ:L:2012:142:0001:0010:EN:PDF
http://eur-lex.europa.eu/LexUriServ/LexUriServ.do?uri=OJ:L:2010:280:0001:0007:EN:PDF
http://eur-lex.europa.eu/LexUriServ/LexUriServ.do?uri=OJ:L:2010:280:0001:0007:EN:PDF
http://eur-lex.europa.eu/LexUriServ/LexUriServ.do?uri=OJ:L:2010:280:0001:0007:EN:PDF
http://curia.europa.eu/juris/document/document.jsf?text=&docid=224382&pageIndex=0&doclang=en&mode=lst&dir=&occ=first&part=1&cid=3888591
http://curia.europa.eu/juris/document/document.jsf?text=&docid=223364&pageIndex=0&doclang=en&mode=lst&dir=&occ=first&part=1&cid=3888591
http://curia.europa.eu/juris/document/document.jsf?text=2013%252F48&docid=217905&pageIndex=0&doclang=en&mode=req&dir=&occ=first&part=1&cid=995655#ctx1
http://curia.europa.eu/juris/document/document.jsf?text=&docid=217905&pageIndex=0&doclang=DE&mode=lst&dir=&occ=first&part=1&cid=2890439
http://curia.europa.eu/juris/document/document.jsf?text=&docid=217905&pageIndex=0&doclang=DE&mode=lst&dir=&occ=first&part=1&cid=2890439
http://curia.europa.eu/juris/document/document.jsf?text=&docid=217905&pageIndex=0&doclang=DE&mode=lst&dir=&occ=first&part=1&cid=2890439
http://curia.europa.eu/juris/document/document.jsf?text=&docid=217488&pageIndex=0&doclang=en&mode=req&dir=&occ=first&part=1&cid=995195
http://curia.europa.eu/juris/document/document.jsf?text=&docid=214946&pageIndex=0&doclang=DE&mode=req&dir=&occ=first&part=1
http://curia.europa.eu/juris/document/document.jsf?text=&docid=214946&pageIndex=0&doclang=DE&mode=req&dir=&occ=first&part=1
http://curia.europa.eu/juris/document/document.jsf?text=&docid=214946&pageIndex=0&doclang=DE&mode=req&dir=&occ=first&part=1
http://curia.europa.eu/juris/document/document.jsf?text=&docid=210780&pageIndex=0&doclang=DE&mode=lst&dir=&occ=first&part=1&cid=2891759
http://curia.europa.eu/juris/document/document.jsf?text=&docid=210780&pageIndex=0&doclang=DE&mode=lst&dir=&occ=first&part=1&cid=2891759
https://eclan.eu/files/attachments/.2654/CL_AG_Moro_2019.pdf
http://curia.europa.eu/juris/document/document.jsf?text=&docid=208554&pageIndex=0&doclang=en&mode=lst&dir=&occ=first&part=1&cid=1812171
http://curia.europa.eu/juris/document/document.jsf?text=&docid=208554&pageIndex=0&doclang=en&mode=lst&dir=&occ=first&part=1&cid=1812171
http://curia.europa.eu/juris/document/document.jsf?text=&docid=205871&pageIndex=0&doclang=EN&mode=lst&dir=&occ=first&part=1&cid=1948311
http://curia.europa.eu/juris/document/document.jsf?text=&docid=205871&pageIndex=0&doclang=EN&mode=lst&dir=&occ=first&part=1&cid=1948311
http://curia.europa.eu/juris/document/document.jsf?text=&docid=204395&pageIndex=0&doclang=en&mode=lst&dir=&occ=first&part=1&cid=1788150
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C-18 Case C-216/18 PPU, LM, Judgment of 25 July 2018 (Grand Chamber) 

C-19 Joined Cases C‑124/16, C‑188/16 and C‑213/16 on Directive 2012/13/EU 
on the right to information in criminal proceedings Ianos Tranca, Tanja 
Reiter and Ionel Opria, Judgment of 22 March 2017 (Fifth Chamber) 

C-20 Case C‑439/16 PPU, Emil Milev (presumption of innocence), Judgment of 
the Court (Fourth Chamber), 27 October 2016 

C-21 Case C-278/16 Frank Sleutjes (“essential document” under Article 3 of 
Directive 2010/64), Judgment of 12 October 2017 (Fifth Chamber) 

C-22 C-25/15, István Balogh, Judgment of 9 June 2016 (Fifth Chamber) 

C-23 Opinion of Advocate General Sharpston, delivered on 10 March 2016, 
Case C-543/14 

C-24 C-216/14 Covaci, Judgment of 15 October 2015 
(First Chamber) 

 
 

D) Approximating criminal law and Victims´ Rights 
  
  D1) Terrorism 
 

D1-01 Terrorism Situation and Trend Report (TE-SAT) 2019 

D1-02 Communication from the Commission to the European Parliament, the 
European Council and the Council, Twentieth Progress Report towards an 
effective and genuine Security Union, COM(2019) 552 final, Brussels, 30 
October 2019 

D1-03 Communication from the Commission to the European Parliament, and 
the Council, Towards better Implementation of the EU‘s anti-money 
laundering and countering the financing of terrorism framework, 
COM(2019) 360 final, Brussels, 24 July 2019 

D1-04 Directive (EU) 2019/713 of the European Parliament and of the Council of 
17 April 2019 on combating fraud and counterfeiting of non-cash means of 
payment and replacing Council Framework Decision 2001/413/JHA, L 
123/18 

D1-05 Commission Delegated Regulation (EU) 2019/758 of 31 January 2019 
amending Directive (EU) 2015/849 of the European Parliament and of the 
Council with regard to regulatory technical standards for the minimum 
action and the type of additional measures credit and financial institutions 
must take to mitigate money laundering and terrorist financing risk in 
certain third countries, L 125/4  (Text with EEA relevance) 

D1-06 Council Decision (CFSP) 2019/25 of 08 January 2019 updating the list of 
persons, groups and entities subject to Articles 2, 3 and 4 of Common 
Position 2001/931/CFSP on the application of specific measures to 
combat terrorism and repealing Decision (CFSP) 2016/1136, Brussels, 08 
January 2019 

D1-07 Proposal for a Regulation of the European Parliament and of the Council 
on preventing the dissemination of terrorist content online, Brussels, 
12.9.2018, COM(2018) 640 final 

D1-08 Regulation (EU) 2017/2226 of the European Parliament and of the 
Council of 30 November 2017 establishing an Entry/Exit System (EES) to 
register entry and exit data and refusal of entry data of third-country 
nationals crossing the external borders of the Member States and 
determining the conditions for access to the EES for law enforcement 
purposes, and amending the Convention implementing the Schengen 
Agreement and Regulations (EC) No 767/2008 and (EU) No 1077/2011 
(OJ L 327/20; 9.12.2017) 

D1-09 Directive (EU) 2017/541 of the European Parliament and of the Council of 

http://curia.europa.eu/juris/document/document.jsf?text=&docid=204384&pageIndex=0&doclang=en&mode=lst&dir=&occ=first&part=1&cid=1789056
http://curia.europa.eu/juris/document/document.jsf?text=&docid=189144&pageIndex=0&doclang=EN&mode=req&dir=&occ=first&part=1&cid=1262018
http://curia.europa.eu/juris/document/document.jsf?text=&docid=189144&pageIndex=0&doclang=EN&mode=req&dir=&occ=first&part=1&cid=1262018
http://curia.europa.eu/juris/document/document.jsf?text=&docid=189144&pageIndex=0&doclang=EN&mode=req&dir=&occ=first&part=1&cid=1262018
http://eur-lex.europa.eu/legal-content/EN/TXT/HTML/?uri=CELEX:62016CJ0439&qid=1496154075446&from=EN
http://eur-lex.europa.eu/legal-content/EN/TXT/HTML/?uri=CELEX:62016CJ0439&qid=1496154075446&from=EN
http://curia.europa.eu/juris/liste.jsf?pro=&nat=or&oqp=&dates=&lg=&language=en&jur=C%2CT%2CF&cit=none%252CC%252CCJ%252CR%252C2008E%252C%252C%252C%252C%252C%252C%252C%252C%252C%252Ctrue%252Cfalse%252Cfalse&num=C-278%252F16&td=%3BALL&pcs=Oor&avg=&page=1&mat
http://curia.europa.eu/juris/liste.jsf?pro=&nat=or&oqp=&dates=&lg=&language=en&jur=C%2CT%2CF&cit=none%252CC%252CCJ%252CR%252C2008E%252C%252C%252C%252C%252C%252C%252C%252C%252C%252Ctrue%252Cfalse%252Cfalse&num=C-278%252F16&td=%3BALL&pcs=Oor&avg=&page=1&mat
http://curia.europa.eu/juris/document/document.jsf;jsessionid=9ea7d2dc30d5f6c240ce809c4ce8af068a251af9229c.e34KaxiLc3qMb40Rch0SaxyKb3j0?text=&docid=179786&pageIndex=0&doclang=EN&mode=lst&dir=&occ=first&part=1&cid=2179643
http://curia.europa.eu/juris/document/document.jsf?text=Charter%2Bof%2BFundamental%2BRights&docid=174925&pageIndex=0&doclang=en&mode=lst&dir=&occ=first&part=1&cid=216845#ctx1
http://curia.europa.eu/juris/document/document.jsf?text=Charter%2Bof%2BFundamental%2BRights&docid=174925&pageIndex=0&doclang=en&mode=lst&dir=&occ=first&part=1&cid=216845#ctx1
http://curia.europa.eu/juris/document/document.jsf;jsessionid=9ea7d2dc30d5b862dc2960cd46cfb798de2ab87f9a6e.e34KaxiLc3qMb40Rch0SaxuTahb0?text=&docid=169826&pageIndex=0&doclang=EN&mode=lst&dir=&occ=first&part=1&cid=1092022
http://curia.europa.eu/juris/document/document.jsf;jsessionid=9ea7d2dc30d5b862dc2960cd46cfb798de2ab87f9a6e.e34KaxiLc3qMb40Rch0SaxuTahb0?text=&docid=169826&pageIndex=0&doclang=EN&mode=lst&dir=&occ=first&part=1&cid=1092022
https://www.europol.europa.eu/sites/default/files/documents/tesat_2019_final.pdf
https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:52019DC0552&qid=1575466213605&from=EN
https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:52019DC0552&qid=1575466213605&from=EN
https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:52019DC0552&qid=1575466213605&from=EN
https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:52019DC0552&qid=1575466213605&from=EN
https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:52019DC0360&qid=1575466213605&from=EN
https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:52019DC0360&qid=1575466213605&from=EN
https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:52019DC0360&qid=1575466213605&from=EN
https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:52019DC0360&qid=1575466213605&from=EN
https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32019L0713&qid=1559034835647&from=EN
https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32019L0713&qid=1559034835647&from=EN
https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32019L0713&qid=1559034835647&from=EN
https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32019L0713&qid=1559034835647&from=EN
https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32019R0758&qid=1559034835647&from=EN
https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32019R0758&qid=1559034835647&from=EN
https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32019R0758&qid=1559034835647&from=EN
https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32019R0758&qid=1559034835647&from=EN
https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32019R0758&qid=1559034835647&from=EN
https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32019R0758&qid=1559034835647&from=EN
https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32019D0025&qid=1559034835647&from=EN
https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32019D0025&qid=1559034835647&from=EN
https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32019D0025&qid=1559034835647&from=EN
https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32019D0025&qid=1559034835647&from=EN
https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32019D0025&qid=1559034835647&from=EN
https://eur-lex.europa.eu/resource.html?uri=cellar:dc0b5b0f-b65f-11e8-99ee-01aa75ed71a1.0001.02/DOC_1&format=PDF
https://eur-lex.europa.eu/resource.html?uri=cellar:dc0b5b0f-b65f-11e8-99ee-01aa75ed71a1.0001.02/DOC_1&format=PDF
https://eur-lex.europa.eu/resource.html?uri=cellar:dc0b5b0f-b65f-11e8-99ee-01aa75ed71a1.0001.02/DOC_1&format=PDF
http://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32017R2226&from=EN
http://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32017R2226&from=EN
http://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32017R2226&from=EN
http://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32017R2226&from=EN
http://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32017R2226&from=EN
http://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32017R2226&from=EN
http://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32017R2226&from=EN
http://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32017R2226&from=EN
http://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32017L0541&from=EN
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15 March 2017 on combating terrorism and replacing Council Framework 
Decision 2002/475/JHA and amending Council Decision 2005/671/JHA 
(OJ L 88/6) 

D1-10 Directive (EU) 2016/681 of the European Parliament and of the Council of 
27 April 2016 on the use of passenger name record (PNR) data for the 
prevention, detection, investigation and prosecution of terrorist offences 
and serious crime (OJ L 119/132; 4.5.2016) 

  
 

 D2) Trafficking in Human Beings, Migrant Smuggling and Sexual Exploitation of  
         Children  

 

D2-01 Regulation of the European Parliament and of the Council amending 
Regulation (EC) No 810/2009 establishing a Community Code on Visas 
(Visa Code), PE-CONS 29/19, Brussels, 15 May 2019 

D2-02 European Migrant Smuggling Centre – 4th Annual Activity Report, The 
Hague, 15 May 2020 

D2-03 Report from the European Commission to the European Parliament and 
the Council, Second report on the progress made in the fight against 
trafficking in human beings (2018) as required under Article 20 of Directive 
2011/36/EU on preventing and combating trafficking in human beings and 
protecting its victims, COM(2018) 777 final, Brussels, 03 December 2018 

D2-04 UNODC – Global Study on Smuggling of Migrants 2018, Vienna/New 
York, June 2018 

D2-05 Council Conclusions on setting the EU‘s priorities for the fight against 
organised and serious international crime between 2018 and 2021, 
Brussels, 9450/17, 19 May 2017 

D2-06 Directive 2011/36/EU of 5 April 2011 on preventing and combating 
trafficking in human beings and protecting its victims, and replacing 
Council Framework Decision 2002/629/JHA 

 
 

 D3) Cybercrime  
 

D3-01 Internet Organised Crime Threat Assement (IOCTA) 2019 

D3-02 Special Eurobarometer 480, Report, “Europeans´ Attitudes towards 
Internet Security”, Brussels, March 2019 

D3-03 Directive 2013/40/EU of the European Parliament and of the Council of 12 
august 2013 on attacks against information systems and replacing Council 
Framework Decision 2005/222/JHA (Official Journal L 218/8 of 14.08.2013 

D3-04 Directive of the European Parliament and of the Council on combating the 
sexual abuse, sexual exploitation of children and child pornography, 
repealing Framework Decision 2004/68/JHA (OJ L 335/; 17.12.2011)  

D3-05 Council Framework Decision 2005/222/JHA of 24 February 2005 on 
attacks against information systems (OJ L 69/67; 16.3.2005) 

D3-06 Council Framework Decision 2004/68/JHA of 22 December 2003 on 
combating the sexual exploitation of children and child pornography (OJ L 
13/44; 20.1.2004) 

D3-07 Additional Protocol to the Convention on cybercrime, concerning the 
criminalisation of acts of a racist and xenophobic nature committed 
through computer systems (Strasbourg, 28.I.2003) 

D3-08 Convention on Cybercrime (Budapest, 23.XI.2001) 

 
  

http://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32017L0541&from=EN
http://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32017L0541&from=EN
http://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32017L0541&from=EN
http://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32016L0681&from=EN
http://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32016L0681&from=EN
http://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32016L0681&from=EN
http://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32016L0681&from=EN
https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CONSIL:PE_29_2019_INIT&qid=1560329012045&from=EN
https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CONSIL:PE_29_2019_INIT&qid=1560329012045&from=EN
https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CONSIL:PE_29_2019_INIT&qid=1560329012045&from=EN
https://www.europol.europa.eu/sites/default/files/documents/emsc_4th_annual_activity_report_-_2019.pdf
https://www.europol.europa.eu/sites/default/files/documents/emsc_4th_annual_activity_report_-_2019.pdf
https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:52018DC0777&from=EN
https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:52018DC0777&from=EN
https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:52018DC0777&from=EN
https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:52018DC0777&from=EN
https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:52018DC0777&from=EN
https://www.unodc.org/documents/data-and-analysis/glosom/GLOSOM_2018_web_small.pdf
https://www.unodc.org/documents/data-and-analysis/glosom/GLOSOM_2018_web_small.pdf
http://data.consilium.europa.eu/doc/document/ST-9450-2017-INIT/en/pdf
http://data.consilium.europa.eu/doc/document/ST-9450-2017-INIT/en/pdf
http://data.consilium.europa.eu/doc/document/ST-9450-2017-INIT/en/pdf
http://eur-lex.europa.eu/LexUriServ/LexUriServ.do?uri=OJ:L:2011:101:0001:0011:EN:PDF
http://eur-lex.europa.eu/LexUriServ/LexUriServ.do?uri=OJ:L:2011:101:0001:0011:EN:PDF
http://eur-lex.europa.eu/LexUriServ/LexUriServ.do?uri=OJ:L:2011:101:0001:0011:EN:PDF
https://www.europol.europa.eu/sites/default/files/documents/iocta_2019.pdf
https://ec.europa.eu/commfrontoffice/publicopinion/index.cfm/ResultDoc/download/DocumentKy/85494
https://ec.europa.eu/commfrontoffice/publicopinion/index.cfm/ResultDoc/download/DocumentKy/85494
http://eur-lex.europa.eu/LexUriServ/LexUriServ.do?uri=OJ:L:2013:218:0008:0014:en:PDF
http://eur-lex.europa.eu/LexUriServ/LexUriServ.do?uri=OJ:L:2013:218:0008:0014:en:PDF
http://eur-lex.europa.eu/LexUriServ/LexUriServ.do?uri=OJ:L:2013:218:0008:0014:en:PDF
http://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32011L0093&from=EN
http://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32011L0093&from=EN
http://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32011L0093&from=EN
http://eur-lex.europa.eu/LexUriServ/LexUriServ.do?uri=OJ:L:2005:069:0067:0071:EN:PDF
http://eur-lex.europa.eu/LexUriServ/LexUriServ.do?uri=OJ:L:2005:069:0067:0071:EN:PDF
http://eur-lex.europa.eu/LexUriServ/LexUriServ.do?uri=OJ:L:2004:013:0044:0048:EN:PDF
http://eur-lex.europa.eu/LexUriServ/LexUriServ.do?uri=OJ:L:2004:013:0044:0048:EN:PDF
http://eur-lex.europa.eu/LexUriServ/LexUriServ.do?uri=OJ:L:2004:013:0044:0048:EN:PDF
http://conventions.coe.int/Treaty/en/Treaties/Word/189.doc
http://conventions.coe.int/Treaty/en/Treaties/Word/189.doc
http://conventions.coe.int/Treaty/en/Treaties/Word/189.doc
http://conventions.coe.int/Treaty/en/Treaties/Word/185.doc
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 D4) Protecting Victims´ Rights 
 

D4-01 European Commission, Executive Summary of the Report on 
strengthening Victims´ Rights: From Compensation to Reparation – For a 
new EU Victims´ Rights Strategy 2020-2025, Report of the Special Adviser 
Joёlle Milquet to the President of the European Commission, Brussels, 11 
March 2019 

D4-02 Regulation (EU) No 606/2013 of the European Parliament and of the 
Council of 12 June 2013 on mutual recognition of protection measures in 
civil matters 

D4-03 European Commission, DG Justice Guidance Document related to the 
transposition and implementation of Directive 2012/29/EU of the European 
Parliament and of the Council of 25 October 2012 establishing minimum 
standards on the rights, support and protection of victims of crime, and 
replacing Council Framework Decision 2001/220/JHA 

D4-04 Directive 2012/29/EU of the European Parliament and of the Council of 
25 October 2012 establishing minimum standards on the rights, support 
and protection of victims of crime, and replacing Council Framework 
Decision 2001/220/JHA 

D4-05 Directive 2011/99/EU of the European Parliament and of the Council of 
13 December 2011 on the European protection order 

D4-06 Council Directive 2004/80/EC of 29 April 2004 relating to compensation to 
crime victims 

D4-07 Website of the European Union Agency for Fundamental Rights (FRA) – 
Victims’ rights  

D4-08 Victim Support Europe 

 
 E) Criminal justice bodies and networks 

 
 E1) European Judicial Network 
 

E1-01 European Judicial Network, Report on Activities and Management 2017-
2018 

E1-02 Council Decision 2008/976/JHA of 16 December 2008 on the European 
Judicial Network (OJ L 348/130, 24.12.2008, P. 130) 

 
 

 E2) Eurojust 
 

E2-01 Eurojust quarterly newsletter 

E2-02 Eurojust Guidelines on Jurisdiction 

E2-03 Eurojust Annual Report 2019 

E2-04 Guidelines for deciding on competing requests for surrender and 
extradition, October 2019  

E2-05 Regulation (EU) 2018/1727 of the European Parliament and of the Council 
of 14 November 2018 on the European Union Agency for Criminal Justice 
Cooperation (Eurojust), and replacing and 
repealing Council Decision 2002/187/JHA 

 
  

https://ec.europa.eu/info/sites/info/files/milquet_2pages.pdf
https://ec.europa.eu/info/sites/info/files/milquet_2pages.pdf
https://ec.europa.eu/info/sites/info/files/milquet_2pages.pdf
https://ec.europa.eu/info/sites/info/files/milquet_2pages.pdf
https://ec.europa.eu/info/sites/info/files/milquet_2pages.pdf
https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=OJ:L:2013:181:TOC
https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=OJ:L:2013:181:TOC
https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=OJ:L:2013:181:TOC
https://ec.europa.eu/info/sites/info/files/13_12_19_3763804_guidance_victims_rights_directive_eu_en.pdf
https://ec.europa.eu/info/sites/info/files/13_12_19_3763804_guidance_victims_rights_directive_eu_en.pdf
https://ec.europa.eu/info/sites/info/files/13_12_19_3763804_guidance_victims_rights_directive_eu_en.pdf
https://ec.europa.eu/info/sites/info/files/13_12_19_3763804_guidance_victims_rights_directive_eu_en.pdf
https://ec.europa.eu/info/sites/info/files/13_12_19_3763804_guidance_victims_rights_directive_eu_en.pdf
https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=OJ:L:2012:315:TOC
https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=OJ:L:2012:315:TOC
https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=OJ:L:2012:315:TOC
https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=OJ:L:2012:315:TOC
https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=OJ:L:2011:338:TOC
https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=OJ:L:2011:338:TOC
https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=OJ:L:2004:261:TOC
https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=OJ:L:2004:261:TOC
https://fra.europa.eu/en/themes/victims-rights
https://fra.europa.eu/en/themes/victims-rights
https://victimsupport.eu/
https://www.ejn-crimjust.europa.eu/ejnupload/reportsEJN/ReportSecretariat%20.pdf
https://www.ejn-crimjust.europa.eu/ejnupload/reportsEJN/ReportSecretariat%20.pdf
http://eur-lex.europa.eu/LexUriServ/LexUriServ.do?uri=OJ:L:2008:348:0130:0134:EN:PDF
http://eur-lex.europa.eu/LexUriServ/LexUriServ.do?uri=OJ:L:2008:348:0130:0134:EN:PDF
http://www.eurojust.europa.eu/Practitioners/newsletter/Pages/Eurojust-quarterly-newsletter.aspx
http://www.eurojust.europa.eu/Practitioners/operational/Pages/Guidelines-on-jurisdiction.aspx
http://www.eurojust.europa.eu/doclibrary/corporate/eurojust%20Annual%20Reports/Annual%20Report%202019/AR2019_EN.pdf
http://www.eurojust.europa.eu/doclibrary/Eurojust-framework/Casework/Guidelines%20for%20deciding%20on%20competing%20requests%20for%20surrender%20and%20extradition%20(October%202019)/2019-10_Guidelines-competing-extradition-surrender-EAW_EN.pdf
http://www.eurojust.europa.eu/doclibrary/Eurojust-framework/Casework/Guidelines%20for%20deciding%20on%20competing%20requests%20for%20surrender%20and%20extradition%20(October%202019)/2019-10_Guidelines-competing-extradition-surrender-EAW_EN.pdf
https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32018R1727&from=EN
https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32018R1727&from=EN
https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32018R1727&from=EN
https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32018R1727&from=EN
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 E3) Europol 
 

E3-01 Europol Report – Beyond the Pandemic – How COVID-19 will shape the 
serious and organised crime landscape in the EU, 30 April 2020 

E3-02 Regulation (EU) 2015/2219 of the European Parliament and of the Council 
of 25 November 2015 on the European Union Agency for Law 
Enforcement Training (CEPOL) and replacing and repealing Council 
Decision 2005/681/JHA 

 
 

 E4) European Public Prosecutor’s Office 
 

E4-01 Decision 2019/1798 of the European Parliament and of the Council of 14 
October 2019 appointing the European Chief Prosecutor of the European 
Public Prosecutor’s Office (OJ L 274/1, 28.10.2019) 

E4-02 Opinion on the proposal for a regulation of the European Parliament and 
of the Council amending Regulation (EU, Euratom) No 883/2013 
concerning investigations conducted by the European Anti-Fraud Office 
(OLAF) as regards cooperation with the European Public Prosecutor's 
Office and the effectiveness of OLAF investigations Committee on Civil 
Liberties, Justice and Home Affairs, Rapporteur for opinion: Monica 
Macovei, 11.1.2019 

E4-03 German Judges' Association: Opinion on the European Commission's 
initiative to extend the jurisdiction of the European Public Prosecutor's 
Office to include cross-border terrorist offences, December 2018 (only 
available in German) 

E4-04 Communication from the Commission to the European  
Parliament and the European Council: A Europe that protects: an 
initiative to extend the competences of the European Public  
Prosecutor's Office to cross-border terrorist crimes, Brussels,  
12.9.2018, COM(2018) 641 final 

E4-05 Annex to the Communication from the Commission to the 
European Parliament and the European Council: A Europe that protects: 
an initiative to extend the competences of the European Public 
Prosecutor's Office to cross-border terrorist crimes, Brussels, 12.9.2018, 
COM (2018) 641 final 

E4-06 Council Implementing Decision (EU) 2018/1696 of 13 July 2018  
on the operating rules of the selection panel provided for in  
Article 14(3) of Regulation (EU) 2017/1939 implementing   
Enhanced cooperation on the establishment of the European 
Public Prosecutor's Office (‘the EPPO’) 

E4-07 Annex to the Proposal for a Council Implementing Decision on 
the operating rules of the selection panel provided for in Article  
14(3) of Regulation (EU) 2017/1939 implementing enhanced  
cooperation on the establishment of the European Public  
Prosecutor's Office (''the EPPO''), Brussels, 25.5.2018, 
COM(2018) 318 final) 

E4-08 Council Regulation (EU) 2017/1939 of 12 October 2017 implementing 
enhanced cooperation on the establishment of the European Public 
Prosecutor’s Office (‘the EPPO’) 

 
  

https://www.europol.europa.eu/staying-safe-during-covid-19-what-you-need-to-know
https://www.europol.europa.eu/staying-safe-during-covid-19-what-you-need-to-know
http://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32015R2219&from=EN
http://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32015R2219&from=EN
http://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32015R2219&from=EN
http://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32015R2219&from=EN
https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32019D1798&qid=1575470727438&from=EN
https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32019D1798&qid=1575470727438&from=EN
https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32019D1798&qid=1575470727438&from=EN
http://www.europarl.europa.eu/sides/getDoc.do?type=COMPARL&reference=PE-629.629&format=PDF&language=EN&secondRef=02
http://www.europarl.europa.eu/sides/getDoc.do?type=COMPARL&reference=PE-629.629&format=PDF&language=EN&secondRef=02
http://www.europarl.europa.eu/sides/getDoc.do?type=COMPARL&reference=PE-629.629&format=PDF&language=EN&secondRef=02
http://www.europarl.europa.eu/sides/getDoc.do?type=COMPARL&reference=PE-629.629&format=PDF&language=EN&secondRef=02
http://www.europarl.europa.eu/sides/getDoc.do?type=COMPARL&reference=PE-629.629&format=PDF&language=EN&secondRef=02
http://www.europarl.europa.eu/sides/getDoc.do?type=COMPARL&reference=PE-629.629&format=PDF&language=EN&secondRef=02
http://www.europarl.europa.eu/sides/getDoc.do?type=COMPARL&reference=PE-629.629&format=PDF&language=EN&secondRef=02
https://www.drb.de/positionen/stellungnahmen/stellungnahme/news/1618/
https://www.drb.de/positionen/stellungnahmen/stellungnahme/news/1618/
https://www.drb.de/positionen/stellungnahmen/stellungnahme/news/1618/
https://www.drb.de/positionen/stellungnahmen/stellungnahme/news/1618/
https://ec.europa.eu/commission/sites/beta-political/files/soteu2018-extend-public-prosecutors-office-communication-641_en.pdf
https://ec.europa.eu/commission/sites/beta-political/files/soteu2018-extend-public-prosecutors-office-communication-641_en.pdf
https://ec.europa.eu/commission/sites/beta-political/files/soteu2018-extend-public-prosecutors-office-communication-641_en.pdf
https://ec.europa.eu/commission/sites/beta-political/files/soteu2018-extend-public-prosecutors-office-communication-641_en.pdf
https://ec.europa.eu/commission/sites/beta-political/files/soteu2018-extend-public-prosecutors-office-communication-641_en.pdf
https://ec.europa.eu/commission/sites/beta-political/files/soteu2018-extend-public-prosecutors-office-communication-annexe-641_en.pdf
https://ec.europa.eu/commission/sites/beta-political/files/soteu2018-extend-public-prosecutors-office-communication-annexe-641_en.pdf
https://ec.europa.eu/commission/sites/beta-political/files/soteu2018-extend-public-prosecutors-office-communication-annexe-641_en.pdf
https://ec.europa.eu/commission/sites/beta-political/files/soteu2018-extend-public-prosecutors-office-communication-annexe-641_en.pdf
https://ec.europa.eu/commission/sites/beta-political/files/soteu2018-extend-public-prosecutors-office-communication-annexe-641_en.pdf
https://eur-lex.europa.eu/LexUriServ/LexUriServ.do?uri=OJ:L:2018:282:0008:0012:EN:PDF
https://eur-lex.europa.eu/LexUriServ/LexUriServ.do?uri=OJ:L:2018:282:0008:0012:EN:PDF
https://eur-lex.europa.eu/LexUriServ/LexUriServ.do?uri=OJ:L:2018:282:0008:0012:EN:PDF
https://eur-lex.europa.eu/LexUriServ/LexUriServ.do?uri=OJ:L:2018:282:0008:0012:EN:PDF
https://eur-lex.europa.eu/LexUriServ/LexUriServ.do?uri=OJ:L:2018:282:0008:0012:EN:PDF
https://www.era-comm.eu/EPPO/kiosk/pdf/cellar_1e97d236-6001-11e8-ab9c-01aa75ed71a1.0001.02_DOC_2.pdf
https://www.era-comm.eu/EPPO/kiosk/pdf/cellar_1e97d236-6001-11e8-ab9c-01aa75ed71a1.0001.02_DOC_2.pdf
https://www.era-comm.eu/EPPO/kiosk/pdf/cellar_1e97d236-6001-11e8-ab9c-01aa75ed71a1.0001.02_DOC_2.pdf
https://www.era-comm.eu/EPPO/kiosk/pdf/cellar_1e97d236-6001-11e8-ab9c-01aa75ed71a1.0001.02_DOC_2.pdf
https://www.era-comm.eu/EPPO/kiosk/pdf/cellar_1e97d236-6001-11e8-ab9c-01aa75ed71a1.0001.02_DOC_2.pdf
https://www.era-comm.eu/EPPO/kiosk/pdf/cellar_1e97d236-6001-11e8-ab9c-01aa75ed71a1.0001.02_DOC_2.pdf
http://eclan.eu/files/attachments/.2468/L_Regulation_EPPO_2017.pdf
http://eclan.eu/files/attachments/.2468/L_Regulation_EPPO_2017.pdf
http://eclan.eu/files/attachments/.2468/L_Regulation_EPPO_2017.pdf
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 F) Data Protection 

 

F-01 Directive (EU) 2016/680 of the European Parliament and of the Council of 
27 April 2016 on the protection of natural persons with regard to the 
processing of personal data by competent authorities for the purposes of 
the prevention, investigation, detection or prosecution of criminal offences 
or the execution of criminal penalties, and on the free movement of such 
data, and repealing Council Framework Decision 2008/977/JHA (4.5.2016; 
OJ L 119/89) 

 
 

G) Police Cooperation in the EU 
 
 G1) General 
 

G1-01 European Commission, Press Release, „Commission marks ten years of 
judicial and police cooperation between between Member States of the 
European Union”, 01 December 2019 

G1-02 Regulation of the European Parliament and of the Council on establishing 
a framework of interoperability between EU information systems in the field 
of police and judicial cooperation, asylum and migration and amending 
Regulations (EU) 2018/1726 and (EU) 2018/1862 and (EU) 2019/816 [the 
ECRIS-TCN Regulation], PE-CONS 31/19, Brussels, 2 May 2019  

G1-03 Regulation (EU) 2018/1862 of the European Parliament and of the Council 
of 28 November 2018 on the establishment, operation and use of the 
Schengen Information System (SIS) in the field of police cooperation and 
judicial cooperation in criminal matters, amending and repealing Council 
Decision 2007/533/JHA, and repealing Regulation (EC) No 1986/2006 of 
the European Parliament and of the Council and Commission Decision 
2010/261/EU 

G1-04 Council Decision 2008/616/JHA of 23 June 2008 on the implementation of 
Decision 2008/615/JHA on the stepping up of cross-border cooperation, 
particularly in combating terrorism and cross-border crime (OJ L 210/12; 
06.08.2008) 

G1-05 Council Decision 2008/615/JHA of 23 June 2008 on the stepping up of 
cross-border cooperation, particularly in combating terrorism and cross-
border crime (OJ L 210/1; 06.08.2008) 

G1-06 Council Framework Decision of 18 December 2006 on simplifying the 
exchange of information and intelligence between law enforcement 
authorities of the Member States of the European Union (OJ L 386/89; 
29.12.2006, P. 89) 

G1-07 Convention on the stepping up of cross-border cooperation, particularly in 
combating terrorism, cross-border crime and illegal migration of 27. May 
2005 (10900/05; 27.5.2005) 

  
 

G2) Joint Investigation Teams (JITs) 
 

G2-01 Eurojust Information on JITs 

G2-02 Third JIT Evaluation Report, Eurojust, March 2020 

G2-03 Joint Investigation Teams Practical Guide (Brussels, 14 February 2017; 
6128/1/17) 

G2-04 Council Resolution on a Model Agreement for Setting up a Joint 
Investigation Team (JIT) – 2017/C18/01, Strasbourg, 19 January 2017 

http://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32016L0680&from=EN
http://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32016L0680&from=EN
http://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32016L0680&from=EN
http://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32016L0680&from=EN
http://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32016L0680&from=EN
http://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32016L0680&from=EN
http://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32016L0680&from=EN
https://ec.europa.eu/home-affairs/news/20191201_commission-marks-ten-years-judicial-police-cooperation-between-member-states-european-union_en
https://ec.europa.eu/home-affairs/news/20191201_commission-marks-ten-years-judicial-police-cooperation-between-member-states-european-union_en
https://ec.europa.eu/home-affairs/news/20191201_commission-marks-ten-years-judicial-police-cooperation-between-member-states-european-union_en
https://www.statewatch.org/news/2019/may/eu-ep-legis-act-interop-police-judicial-cooperation-%20asylum-migration-PE-31-19.pdf
https://www.statewatch.org/news/2019/may/eu-ep-legis-act-interop-police-judicial-cooperation-%20asylum-migration-PE-31-19.pdf
https://www.statewatch.org/news/2019/may/eu-ep-legis-act-interop-police-judicial-cooperation-%20asylum-migration-PE-31-19.pdf
https://www.statewatch.org/news/2019/may/eu-ep-legis-act-interop-police-judicial-cooperation-%20asylum-migration-PE-31-19.pdf
https://www.statewatch.org/news/2019/may/eu-ep-legis-act-interop-police-judicial-cooperation-%20asylum-migration-PE-31-19.pdf
https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32018R1862&from=EN
https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32018R1862&from=EN
https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32018R1862&from=EN
https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32018R1862&from=EN
https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32018R1862&from=EN
https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32018R1862&from=EN
https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32018R1862&from=EN
http://eur-lex.europa.eu/LexUriServ/LexUriServ.do?uri=OJ:L:2008:210:0012:0072:EN:PDF
http://eur-lex.europa.eu/LexUriServ/LexUriServ.do?uri=OJ:L:2008:210:0012:0072:EN:PDF
http://eur-lex.europa.eu/LexUriServ/LexUriServ.do?uri=OJ:L:2008:210:0012:0072:EN:PDF
http://eur-lex.europa.eu/LexUriServ/LexUriServ.do?uri=OJ:L:2008:210:0012:0072:EN:PDF
http://eur-lex.europa.eu/LexUriServ/LexUriServ.do?uri=OJ:L:2008:210:0001:0011:EN:PDF
http://eur-lex.europa.eu/LexUriServ/LexUriServ.do?uri=OJ:L:2008:210:0001:0011:EN:PDF
http://eur-lex.europa.eu/LexUriServ/LexUriServ.do?uri=OJ:L:2008:210:0001:0011:EN:PDF
http://eur-lex.europa.eu/LexUriServ/LexUriServ.do?uri=OJ:L:2006:386:0089:0100:EN:PDF
http://eur-lex.europa.eu/LexUriServ/LexUriServ.do?uri=OJ:L:2006:386:0089:0100:EN:PDF
http://eur-lex.europa.eu/LexUriServ/LexUriServ.do?uri=OJ:L:2006:386:0089:0100:EN:PDF
http://eur-lex.europa.eu/LexUriServ/LexUriServ.do?uri=OJ:L:2006:386:0089:0100:EN:PDF
http://register.consilium.europa.eu/pdf/en/05/st10/st10900.en05.pdf
http://register.consilium.europa.eu/pdf/en/05/st10/st10900.en05.pdf
http://register.consilium.europa.eu/pdf/en/05/st10/st10900.en05.pdf
http://www.eurojust.europa.eu/Practitioners/JITs/Pages/JITs-sitemap.aspx
http://www.eurojust.europa.eu/doclibrary/JITs/JITsevaluation/Third%20JIT%20Evaluation%20Report%20(March%202020)/2020-03_3rd-JITs-Evaluation-Report_EN.pdf
http://www.eurojust.europa.eu/doclibrary/JITs/JITs%20framework/JITs%20Practical%20Guide/JIT-GUIDE-2017-EN.pdf
http://www.eurojust.europa.eu/doclibrary/JITs/JITs%20framework/JITs%20Practical%20Guide/JIT-GUIDE-2017-EN.pdf
http://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32017G0119(01)&from=EN
http://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32017G0119(01)&from=EN
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INTRODUCTION 

The EU Charter of Fundamental Rights recognises that children have the right to such 

protection and care as is necessary for their well-being, among other provisions. The 1989 

UN Convention on the Rights of the Child establishes the right of the child to be protected 

from all forms of violence
1
. 

Child sexual abuse is a particularly serious crime that has wide-ranging and serious life-long 

consequences for victims. In hurting children, these crimes also cause significant and long 

term social harm. In many cases, children are sexually abused by persons they know and 

trust, and on whom they are dependent
2
. This makes these crimes particularly difficult to 

prevent and detect. There are indications that the COVID-19 crisis has exacerbated the 

problem
3
, especially for children who live with their abusers

4
. In addition, children are 

spending more time than before online, possibly unsupervised. While this has allowed 

them to continue their educational studies and stay in touch with their peers, there are signs of 

increased risk of children coming into contact with online predators
5
. With more offenders 

isolated at home, the demand for child sexual abuse material has increased (e.g. by 25% in 

some Member States
6
), which in turn leads to increased demand for new material, and 

therefore new abuses
7
.  

The Council of Europe estimates that in Europe, one in five children fall victim to some 

form of sexual violence
8
. Sexual abuse and sexual exploitation of children can take multiple 

forms and they can occur both online (e.g. forcing a child to engage in sexual activities via 

live streaming or exchanging child sexual abuse material online) and offline (e.g. engaging 

in sexual activities with a child or causing a child to participate in child prostitution)
9
. When 

the abuse is also recorded and shared online, the harm is perpetuated. Victims have to live 

with the knowledge that images and videos of the crimes showing the worst moments of their 

lives are being circulated and anyone, including their friends or relatives, may see them.  

The exponential development of the digital world has been abused making this crime a truly 

global one, and has unfortunately facilitated the creation of a global market for child sexual 

abuse material. The past few years have seen a dramatic increase in reports of child sexual 

abuse online concerning the EU (e.g. images exchanged in the EU, victims in the EU, etc.): 

from 23 000 in 2010 to more than 725 000 in 2019, which included more than 3 million 

images and videos
10

. A similarly dramatic increase has occurred globally: from 1 million 

                                                           
1 
 Also of relevance for child sexual abuse in the domestic context is the Council of Europe Convention on 

preventing and combatting violence against women and domestic violence (CETS. 210; COM 2016(111) 

final). 
2
  This includes in particular children with disabilities living in institutional care. 

3
  Europol, Exploiting isolation: Offenders and victims of online child sexual abuse during the COVID-19 

pandemic, 19 June 2020. 
4
  WePROTECT Global Alliance, World Childhood Foundation, Unicef, UNDOC, WHO, ITU, End Violence 

Against Children and UNESCO, COVID-19 and its implications for protecting children online, April 2020. 
5
  Ibid. 

6
  Europol, Exploiting isolation: Offenders and victims of online child sexual abuse during the COVID-19 

pandemic, 19 June  2020. 
7
  The number of child sexual abuse reports globally quadrupled in April 2020 (4.1 million reports) compared 

to April 2019 (around 1 million), as reported to the US National Centre for Missing and Exploited Children. 
8
  Council of Europe, One in Five campaign. 

9
  This strategy refers to child sexual abuse for simplicity but it should be understood as covering also child 

sexual exploitation and child sexual abuse material (referred to in legislation as “child pornography”). 
10

  As reported to the US National Centre for Missing and Exploited Children (NCMEC). US law requires 

internet companies based in the US to report to NCMEC any instances of child sexual abuse that they find 

in their networks. NCMEC then forwards those reports to the relevant public authorities around the world 

 

https://www.coe.int/en/web/conventions/full-list/-/conventions/treaty/210
https://www.coe.int/en/web/conventions/full-list/-/conventions/treaty/210
https://www.coe.int/en/web/conventions/full-list/-/conventions/treaty/210
https://ec.europa.eu/transparency/regdoc/rep/1/2016/EN/1-2016-111-EN-F1-1.PDF
https://ec.europa.eu/transparency/regdoc/rep/1/2016/EN/1-2016-111-EN-F1-1.PDF
https://www.europol.europa.eu/newsroom/news/exploiting-isolation-sexual-predators-increasingly-targeting-children-during-covid-pandemic
https://www.europol.europa.eu/newsroom/news/exploiting-isolation-sexual-predators-increasingly-targeting-children-during-covid-pandemic
https://www.unicef.org/documents/covid-19-and-implications-protecting-children-online
https://www.europol.europa.eu/newsroom/news/exploiting-isolation-sexual-predators-increasingly-targeting-children-during-covid-pandemic
https://www.europol.europa.eu/newsroom/news/exploiting-isolation-sexual-predators-increasingly-targeting-children-during-covid-pandemic
https://edition.cnn.com/2020/05/25/us/child-abuse-online-coronavirus-pandemic-parents-investigations-trnd/index.html
https://www.coe.int/t/dg3/children/1in5/statistics_en.asp
https://www.missingkids.org/gethelpnow/cybertipline
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reports in 2010 to almost 17 million in 2019, which included nearly 70 million images and 

videos
11

. Reports indicate that the EU has become the largest host of child sexual abuse 

material globally (from more than half in 2016 to more than two thirds in 2019)
12

.  

Recently, an investigation into child sexual abuse in Germany resulted in the discovery of 

potentially more than 30 000 suspects using group chats and messenger services to share 

materials, incite each other to create new materials, and exchange tips and tricks on how to 

groom victims and hide their actions
13

. The use of end-to-end encryption makes identifying 

perpetrators more difficult if not impossible. In this particular example, to date, only 72 

suspects in Germany have been identified and 44 victims. 

The introduction of end-to-end encryption, while beneficial in ensuring privacy and security 

of communications, also facilitates the access to secure channels for perpetrators where they 

can hide their actions from law enforcement, such as trading images and videos. The use of 

encryption technology for criminal purposes therefore needs to be immediately addressed 

through possible solutions which could allow companies to detect and report child sexual 

abuse in end-to-end encrypted electronic communications. Any solution would need to ensure 

both the privacy of electronic communications and the protection of children from sexual 

abuse and sexual exploitation, as well as the protection of the privacy of the children depicted 

in the child sexual abuse material.  

The fight against child sexual abuse is a priority for the EU. The European Parliament
14

 and 

the Council
15

 have both called for further concrete action. Similar calls have been made 

globally in multiple forums
16

, including by the media
17

, as it has become evident that the 

world as a whole is losing the battle against these crimes, and is failing to effectively protect 

the right of each child to live free from violence. The EU therefore needs to reassess and 

strengthen its efforts.  

The aim of this strategy is to provide an effective response, at EU level, to the fight against 

child sexual abuse. It provides a framework for developing a strong and comprehensive 

response to these crimes, both in their online and offline form. It sets out eight initiatives to 

implement and develop the right legal framework, strengthen the law enforcement response 

and catalyse a coordinated multi-stakeholder action in relation to prevention, investigation 

and assistance to victims. The initiatives make use of all tools available at EU level, both as 

regards substantive EU law (section I) and as regards funding and cooperation (section 

II)
18

. This strategy is to be implemented over the next five years (2020-2025)
19

. 

                                                                                                                                                                                     
for action. As the largest internet companies are based in the US, NCMEC de facto centralises the reporting 

of child sexual abuse globally. 
11

  Ibid. 
12

  Internet Watch Foundation, Annual Reports of 2016 to 2019.  
13

  BBC,  Germany investigates 30,000 suspects over paedophile network, 29 June 2020; 

 Frankfurter Allgemeine, Die schockierende Zahl des Tages: 30.000 Verdächtige, 29 June 2020. 
14

  Resolution on the 30th anniversary of the UN Convention on the Rights of the Child, November 2019. 
15

  Council conclusions on combating the sexual abuse of children, October 2019. 
16

  For example, at the December 2019 summit of the WePROTECT Global Alliance to End Child Sexual 

Exploitation Online, or by the “Five Eyes” (US, UK, Canada, Australia and New Zealand) in July 2019. 
17

  See, for example, the series of New York Times articles published from September 2019 to February 2020, 

which exposed to the public the depth and complexity of the problem.    
18

  See the roadmap for this Communication for more details on the targeted consultations conducted. 
19

  The implementation of this strategy will be coordinated with the implementation of other relevant strategies 

that the Commission has recently adopted or will soon adopt, including on the rights of the child, on 

victims’ rights, on trafficking in human beings, on security union and on gender equality. 

https://www.iwf.org.uk/what-we-do/who-we-are/annual-reports
https://www.bbc.com/news/world-europe-53224444
https://www.faz.net/aktuell/politik/inland/missbrauchsfall-bergisch-gladbach-30-000-verdaechtige-16838495.html
http://www.europarl.europa.eu/doceo/document/TA-9-2019-0066_EN.pdf
https://data.consilium.europa.eu/doc/document/ST-12862-2019-INIT/en/pdf
https://www.weprotect.org/global-summit-to-tackle-online-child-sexual-exploitation
https://www.weprotect.org/global-summit-to-tackle-online-child-sexual-exploitation
https://www.gov.uk/government/publications/five-country-ministerial-communique/joint-meeting-of-five-country-ministerial-and-quintet-of-attorneys-general-communique-london-2019
https://www.gov.uk/government/publications/five-country-ministerial-communique/five-country-ministerial-ommunique-emerging-threats-london-2019
https://www.nytimes.com/2019/09/29/us/takeaways-child-sex-abuse.html
https://www.nytimes.com/2020/02/07/us/online-child-sexual-abuse.html
https://ec.europa.eu/info/law/better-regulation/have-your-say/initiatives/12433-EU-strategy-for-a-more-effective-fight-against-child-sexual-abuse
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I. IMPLEMENT AND DEVELOP THE RIGHT LEGAL FRAMEWORK TO 

PROTECT CHILDREN 

In 2011, the EU took an important step with the adoption of the Child Sexual Abuse 

Directive (2011/93/EU
20

), whose implementation in Member States now has to be finalised 

as a matter of urgency. In parallel, any identified legislative gaps need to be addressed 

through the most appropriate means. 

1. Ensure complete implementation of current legislation (Directive 2011/93/EU) 

The Child Sexual Abuse Directive was the first comprehensive EU legal instrument 

establishing minimum rules concerning the definition of criminal offences and sanctions in 

the area of sexual abuse and sexual exploitation of children and child sexual abuse material, 

covering the prevention, investigation and prosecution of offences, and assistance to and 

protection of victims.  

The criminal offences cover offline and online situations such as viewing and distributing 

child sexual abuse material online, grooming (i.e. establish an emotional connection with the 

child online with the purpose of sexual abuse) and webcam sexual abuse. Beyond substantive 

and procedural criminal law, the Directive also requires Member States to put in place 

extensive administrative (i.e. non-legislative) measures, such as on the exchange of criminal 

records between Member States via the European Criminal Records Information System 

(ECRIS) as part of the pre-recruitment screening for positions involving direct and regular 

contacts with children, or training of professionals likely to come into contact with child 

victims of sexual abuse. These measures require the involvement and coordination of 

multiple actors from various areas of government (e.g. law enforcement, healthcare, 

education, social services, child protection authorities, judiciary and legal professionals), as 

well as private entities (e.g. industry and civil society). 

Member States have made substantial progress in implementing the Directive. However, 

there is still considerable scope for the Directive to reach its full potential through the 

complete implementation of all of its provisions by Member States. Challenges remain in 

the areas of prevention (in particular prevention programmes for offenders and for people 

who fear that they might offend), criminal law (especially the definition of offences and 

level of penalties), and assistance, support and protection measures for child victims
21

. In 

2019, to ensure complete implementation, the Commission opened infringement procedures 

against 23 Member States
22

.   

The Commission will continue to work closely with Member States to resolve all remaining 

issues as a matter of priority and ensure complete implementation of and full compliance 

                                                           
20

  Directive 2011/93/EU of the European Parliament and of the Council of 13 December 2011 on combating 

the sexual abuse and sexual exploitation of children and child pornography, OJ L 335, 17.12.2011. For 

simplicity, the document refers to this as “Child Sexual Abuse Directive”.  
21

  For more details, see the Report from the Commission to the European Parliament and the Council 

assessing the extent to which the Member States have taken the necessary measures in order to comply with 

Directive 2011/93/EU of 13 December 2011 on combating the sexual abuse and sexual exploitation of 

children and child pornography, COM/2016/0871 final, as well as the Report from the Commission to the 

European Parliament and the Council assessing the implementation of the measures referred to in Article 25 

of Directive 2011/93/EU of 13 December 2011 on combating the sexual abuse and sexual exploitation of 

children and child pornography, COM/2016/0872 final. 
22

  All Member States except DK (not bound by the Directive), and CY, IE and NL (with which dialogue on 

conformity is ongoing).   

https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=celex%3A32011L0093
https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX%3A52016DC0871
https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX%3A52016DC0871
https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX%3A52016DC0871
https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX%3A52016DC0871
https://eur-lex.europa.eu/legal-content/EN/ALL/?uri=COM:2016:872:FIN
https://eur-lex.europa.eu/legal-content/EN/ALL/?uri=COM:2016:872:FIN
https://eur-lex.europa.eu/legal-content/EN/ALL/?uri=COM:2016:872:FIN
https://eur-lex.europa.eu/legal-content/EN/ALL/?uri=COM:2016:872:FIN
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with the Directive across the EU. The Commission will also support Member States’ work in 

this area by continuing to facilitate the exchange of best practices and lessons learned
23

.  

Key action: 

 Member States must finalise the implementation of the Child Sexual Abuse Directive as a 

matter of priority. The Commission will continue to make use of its enforcement powers 

under the Treaties through infringement procedures as necessary to ensure swift 

implementation.  

2. Ensure that EU legislation enables an effective response  

The Commission will assess whether the Child Sexual Abuse Directive needs to be updated, 

taking into account the study referred to in initiative #3 below. In addition to the Child Sexual 

Abuse Directive, there are multiple legislative instruments at EU level that support and 

shape the fight against child sexual abuse, notably when it comes to the role that the private 

sector plays in preventing and combating child sexual abuse.  

The e-evidence proposals
24

, put forward by the Commission in April 2018, play a key role in 

facilitating swift access to key evidence held by the private sector, such as the identity of 

individuals who have uploaded and shared child sexual abuse material. The Commission 

reiterates its call for swift adoption. 

In addition, the relevant framework includes the e-commerce Directive
25

, which determines 

the existing liability rules for online intermediaries and allows for the notice and takedown 

mechanisms for illegal content and the e-privacy Directive
26

. The Commission's proposal for 

a Regulation on Privacy and Electronic Communications
27

, currently being discussed by 

the European Parliament and the Council, will update the legal framework and replace the 

ePrivacy Directive. As from December 2020, the e-privacy Directive will have an extended 

scope as a result of the Electronic Communications Code
28

. This would prevent certain 

companies (in the absence of national legislative measures adopted in accordance with 

Article 15(1) of the e-privacy Directive) from continuing their own measures on voluntary 

detection, removal and reporting of child sexual abuse online. The Commission considers that 

it is essential to take immediate action to address this. It will therefore propose a narrowly-

                                                           
23

  Since 2017 the Commission has organised six expert workshops to support Member States in implementing 

the Directive. Another workshop on prevention will take place by Q4 2020. 
24

  Proposal for a Regulation on European Production and Preservation Orders for electronic evidence in 

criminal matters, COM/2018/225; and  

Proposal for a Directive laying down harmonised rules on the appointment of legal representatives for the 

purpose of gathering evidence in criminal proceedings, COM/2018/226. 
25

  Directive 2000/31/EC on certain legal aspects of information society services, in particular electronic 

commerce, in the Internal Market ('Directive on electronic commerce'), OJ L 178, 17.7.2000. 
26

  Directive 2002/58/EC concerning the processing of personal data and the protection of privacy in the 

electronic communications sector (Directive on privacy and electronic communications), OJ L 201, 

31.7.2002. 
27

  Proposal for a Regulation concerning the respect for private life and the protection of personal data in 

electronic communications (Regulation on Privacy and Electronic Communications), COM/2017/010 final. 
28

  Directive (EU) 2018/1972 establishing the European Electronic Communications Code, OJ L 321, 

17.12.2018 This Directive extends the scope of the e-privacy Directive to over the top (OTT) inter-personal 

communication services such as messenger services and email. The ePrivacy Directive does not contain a 

legal basis for voluntary processing of content and traffic data for the purpose of detecting child sexual 

abuse. Providers can only apply such measures if based on a national legislative measure, that meets the 

requirements of Article 15 of the Directive (proportionality etc.), for restricting the right to confidentiality. 

In the absence of such legislative measures, measures to detect child sexual abuse undertaken by these 

providers, which process content or traffic data, would lack a legal basis. 

https://eur-lex.europa.eu/legal-content/EN/TXT/?qid=1524129181403&uri=COM:2018:225:FIN
https://eur-lex.europa.eu/legal-content/EN/TXT/?qid=1524129181403&uri=COM:2018:226:FIN
https://eur-lex.europa.eu/legal-content/EN/ALL/?uri=CELEX%3A32000L0031
https://eur-lex.europa.eu/legal-content/EN/ALL/?uri=celex%3A32002L0058
https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX%3A52017PC0010
https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=uriserv%3AOJ.L_.2018.321.01.0036.01.ENG
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targeted legislative solution with the sole objective of allowing current voluntary activities to 

continue. This solution would allow the time necessary for the adoption of a new longer-term 

legal framework, while ensuring the respect of fundamental rights, including the rights to 

privacy and the protection of personal data. 

The Commission has committed to make proposals on the legislative framework for digital 

services, which would have implications for tackling child sexual abuse material online. The 

Digital Services Act package, to be proposed by end of 2020
29

, will clarify and upgrade 

liability and safety rules for digital services. In this context, the Commission will consider the 

need to remove disincentives for voluntary actions to address illegal content, goods or 

services intermediated online, in particular in what concerns online platform services.  

The Commission considers that the fight against child sexual abuse online requires clear 

mandatory obligations to detect and report child sexual abuse online to bring more clarity 

and certainty to the work of both law enforcement and relevant actors in the private sector to 

tackle online abuse. It will start preparing sector-specific legislation in order to tackle child 

sexual abuse online more effectively, in full respect of fundamental rights, including in 

particular the right to freedom of expression, protection of personal data and privacy.  

Mechanisms to ensure accountability and transparency will be key elements of the legislation 

in which the centre referred to in initiative # 6 could be involved. 

The Europol Regulation
30

, which determines the scope of Europol’s activities, is also of 

relevance
31

. The Commission has announced in its 2020 work programme a legislative 

proposal to strengthen Europol’s mandate in order to improve operational police 

cooperation. Europol has encountered limits in the support it can provide because of the 

rapidly growing challenge of child sexual abuse. In addition, Europol’s ability to support the 

Member States is hampered by its inability to receive personal data directly from the 

private sector, whose infrastructure is abused by perpetrators to host and share child sexual 

abuse material. The European Commission will further assess these issues as part of the 

upcoming review of the Europol mandate, planned for adoption in Q4 2020. 

These possible legislative changes will be consistent with the EU’s policy on combating 

child sexual abuse and should ensure that there is a legislative framework to enable and 

support relevant stakeholders in preventing, detecting, reporting and acting effectively to 

protect children in any instance of child sexual abuse.  

 

                                                           
29

  The Commission launched an open public consultation on the Digital Services Act package on 2 June 2020. 
30

  Regulation (EU) 2016/794 on the European Union Agency for Law Enforcement Cooperation (Europol), OJ 

L 135, 24.5.2016. The Eurojust Regulation (Regulation (EU) 2018/1727 on the European Union Agency for 

Criminal Justice Cooperation (Eurojust) OJ L 295/138, 21.11.2018) is also of relevance.  
31

  Also relevant in this framework are: 

- Regulation (EU) 2016/679 of 27 April 2016 on the protection of natural persons with regard to the 

processing of personal data and on the free movement of such data, and repealing Directive 95/46/EC 

(General Data Protection Regulation), OJ L 119, 4.5.2016, an in particular Articles 6, 23 and Recital 

50.  

- Directive (EU) 2018/1808 of 14 November 2018 amending Directive 2010/13/EU on the coordination 

of certain provisions laid down by law, regulation or administrative action in Member States 

concerning the provision of audiovisual media services (Audiovisual Media Services Directive), in 

view of changing market realities, OJ L 303, 28.11.2018, has introduced new rules requiring that 

platforms act responsibly with regard to the third party content they host with a view to better 

protecting the public from the dissemination of specific illegal or harmful content (including child 

sexual abuse material).  

https://ec.europa.eu/eusurvey/runner/Digital_Services_Act?surveylanguage=EN
https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=celex%3A32016R0794
https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX%3A32018R1727
https://eur-lex.europa.eu/eli/reg/2016/679/oj
https://eur-lex.europa.eu/eli/dir/2018/1808/oj
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Key actions: 

 In a first stage, as a matter of priority, the Commission will propose the necessary 

legislation to ensure that providers of electronic communications services can continue 

their current voluntary practices to detect in their systems child sexual abuse after 

December 2020. 

 In a second stage, by Q2 2021, the Commission will propose the necessary legislation to 

tackle child sexual abuse online effectively including by requiring relevant online services 

providers to detect known child sexual abuse material and require them to report that 

material to public authorities. 

3. Identify legislative gaps, best practices and priority actions  

The transposition measures that Member States have communicated to the Commission 

include measures that are not specifically required by the Child Sexual Abuse Directive but 

which were considered as needed in the fight against child sexual abuse by Member States
32

. 

This suggests that there might be relevant issues that the Directive does not sufficiently 

address. The Commission convened an expert workshop in September 2019 to gather more 

information about those possible legislative gaps and concluded that further work was 

required to gather additional evidence.  

As the Directive was adopted in 2011, there should also be an assessment of its 

implementation in practice, in terms of effectiveness, efficiency, relevance, coherence and 

EU added value, among other criteria. This assessment should consider in particular the 

online aspects of these crimes, where doubts exist as to whether the present framework is fit 

for purpose after 9 years that have seen significant technological changes and the 

exponential growth of online sharing. Technology has made it easier than ever before for 

perpetrators to make contact with children, share images of abuse, hide their identity and 

profits, and conspire with each other to avoid accountability and commit further crimes
33

. 

Furthermore, offenders have become increasingly sophisticated in their use of technology and 

technical capabilities including encryption and anonymity (e.g. peer-to-peer file sharing and 

the use of darknet). This criminal activity creates problems for society in general and for law 

enforcement in particular in its role of protecting society
34

.  

In light of the above, the Commission will launch as a matter of priority a study to identify 

legislative and implementation gaps, best practices and priority actions at EU level, 

assessing:  

 whether the current EU legislation solves the issues for which it was put in place; 

and 

 whether there are new issues in relation to these crimes that the current legislation 

addresses only partially or not at all.  

The study will take into account the ongoing work by the Council of the EU to ensure the 

effective implementation of its October 2019 conclusions on combatting child sexual abuse, 

                                                           
32

  For example, measures mandating employers in professions that involve direct and regular contact with 

children to request the criminal records of candidates when recruiting for a position. 
33

  ECPAT.org - What we do, accessed on 5 April 2020.  
34

  Europol, Internet Organised Crime Threat Assessment (IOCTA) 2019; Independent Inquiry into Child 

Sexual Abuse, The Internet Investigation Report 2020; Virtual Global Taskforce Online Child Sexual 

Exploitation, 2019 Environmental Scan.  

https://www.ecpat.org/what-we-do/online-child-sexual-exploitation/
https://www.europol.europa.eu/iocta-report
https://www.iicsa.org.uk/publications/investigation/internet
http://virtualglobaltaskforce.com/wp-content/uploads/2020/02/2019-Virtual-Global-Taskforce-Environmental-Scan_Unclassi.pdf
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which could lead to the creation or update of national action plans to coordinate action at 

national level. It will also take into account the November 2019 European Parliament 

resolution
35

, the December 2017 European Parliament’s report on the transposition of the 

Child Sexual Abuse Directive
36

, and the work of the Council of Europe’s Lanzarote 

Committee
37

. 

Key action: 

 The Commission will launch by the end of 2020 an extensive study to identify legislative 

gaps, best practices and priority actions at EU level in the fight against child sexual 

abuse online and offline.  

II. STRENGTHEN THE LAW ENFORCEMENT RESPONSE AND ENHANCE 

COOPERATION AMONG ALL STAKEHOLDERS  

The fight against child sexual abuse needs to be fought on many fronts, including by society 

at large. Real progress can only be made when work is stepped up in relation to prevention, 

reporting, referral, investigation, protection and identification, treatment and follow-up of 

each and every case. Social services, health-care professionals, academics, researchers, 

educators, the judiciary, law enforcement, children, families, NGOs, media and broader 

society each have a role to play, in a true multi-stakeholder, multi-disciplinary approach.  

4. Strengthen law enforcement efforts at national and EU level  

Child sexual abuse requires a competent and comprehensive law enforcement response, 

both at national and at European level. The COVID-19 crisis has brought to light the need to 

improve the digital capabilities of law enforcement and judicial authorities to preserve their 

ability to protect citizens effectively, as the May 2020 Recovery Plan highlighted
38

.  

Law enforcement agencies in Member States vary in structure when it comes to addressing 

child sexual abuse. To ensure the protection of children within and beyond their borders, it is 

important that Member States can rely on specialised units that are properly equipped and 

staffed with well-trained officers in national policing structures. In response to a recent 

wave of large-scale cases, a number of Member States have chosen to increase their staff 

working on preventing and combating child sexual abuse, which the Commission warmly 

welcomes. 

As part of these units, Member States should consider setting up national victim 

identification teams. Where these teams already exist, Member States should consider 

extending the national level capacity to the relevant regional and local teams.  

To fight these crimes effectively, Member States should also be able to participate in 

collaborative EU and international efforts to identify children with Europol’s European 

Cybercrime Centre (EC3) or through the International Child Sexual Exploitation (ICSE) 

database hosted at Interpol. The resources each Member State assigns to counter the threat of 

child sexual abuse should also take into account the country's capacity to support 

international collaboration in this area. 

                                                           
35

  European Parliament Resolution of 26 November 2019 on children’s rights on the occasion of the 30th 

anniversary of the UN Convention on the Rights of the Child, 2019/2876(RSP). 
36

  European Parliament Report on the implementation of Directive 2011/93/EU, December 2017. 
37

  https://www.coe.int/en/web/children/lanzarote-committee.  
38

  Europe's moment: Repair and Prepare for the Next Generation, COM(2020) 456. 

https://www.europarl.europa.eu/doceo/document/TA-9-2019-0066_EN.html
https://www.europarl.europa.eu/doceo/document/A-8-2017-0368_EN.html
https://www.coe.int/en/web/children/lanzarote-committee
https://eur-lex.europa.eu/legal-content/EN/TXT/HTML/?uri=CELEX:52020DC0456&from=EN
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Child sexual abuse cases, especially those involving digital materials, are rarely limited to 

one Member State. In addition to maintaining national intelligence databases, Member States 

should therefore invest in systematically channelling relevant intelligence to Europol, as a 

central EU criminal information hub, to support each other in tackling cross-border cases
39

.  

Effectively fighting child sexual abuse also requires cutting edge technical capacities. Some 

national investigation teams lack the necessary knowledge and/or tools e.g. to detect child 

sexual abuse material in a vast number of seized photos or videos, to locate victims or 

offenders, or to conduct investigations in the darknet or in peer to peer networks. To support 

the development of national capacities to keep up with technological developments, the 

Commission provides funding to Member States through the Internal Security Fund (ISF-

Police)
40

. In addition, the Commission also provides funds under ISF-Police through Union 

Actions, which include, for example, calls for proposals and procurement to fight the online 

and offline aspects of child sexual abuse
41

. A new call for proposals in the area of 

combatting child sexual abuse will take place by the end of 2020. The Commission also funds 

research projects under Horizon 2020 to support the development of national capacities (in 

law enforcement and other areas) to fight against child sexual abuse
42

. Future calls for 

proposals to fight these crimes will open under the new Horizon Europe framework 

programme on research and innovation
43

.  

The use of online undercover investigation techniques is an important asset in infiltrating 

the networks that are concealed behind this kind of technology. These methods have proven 

very effective in understanding offender behaviour and interaction on online service 

providers, and have ultimately facilitated the shutting down of communication channels used 

by these offenders, as well as their prosecution. An increasingly important need for law 

enforcement activity in these spaces is the ability to effectively infiltrate particularly 

dangerous online groups of offenders. This can be enabled through a number of different 

methods that are currently only available to a small number of Member States and non-EU 

partners. Consideration should be given to making this capability available across the EU to 

more effectively target these offenders without being dependent on other partners. EU values 

and fundamental rights shall stay in the core of any future measures. 

Europol will set up an Innovation Hub and Lab
44

 to facilitate Member State access to 

technical tools and knowledge developed at EU level. This initiative will also allow the 

identification of needs in Member States to tackle the challenges of digital investigations, 

which will help determine the allocation of EU funding for research, innovation and 

development of police capacities.  

The Innovation Hub and Lab will further facilitate Member States’ access to the resources 

and experience of Europol’s European Cybercrime Centre (EC3). EC3 has played an 

important role in supporting Member States in combating sexual abuse of children, ever since 

its creation. This support takes various forms, for example: 

 EC3 has contributed to victim identification efforts since 2014. Collaborative actions 

with the Member States and partners with operational agreements through the Europol 

                                                           
39

  Cross-border cases may require the support of Eurojust. Also, it is important that judicial authorities are 

trained to handle child sexual abuse cases, including on the online aspects of the problem.  
40

  More information is available here. 
41

  Examples of projects funded in the 2018 call for proposals include AviaTor, 4NSEEK and VERBUM_SAT. 
42

  Examples of projects include ASGARD, GRACE, LOCARD and INSPECTr. 
43

  See here for an example of call for proposals on research, open until 22 August 2020.   
44

  As discussed in the Justice and Home Affairs Council, 7-8 October 2019. 

https://ec.europa.eu/home-affairs/financing/fundings/security-and-safeguarding-liberties/internal-security-fund-police_en
http://aviator.isfp.eu/
https://www.incibe.es/en/european-projects/4nseek
https://verbum-sat.com/about.php
http://www.asgard-project.eu/
https://cordis.europa.eu/project/id/883341
https://locard.eu/
https://cordis.europa.eu/project/id/833276
https://ec.europa.eu/info/funding-tenders/opportunities/portal/screen/opportunities/topic-details/su-fct01-2018-2019-2020
https://www.consilium.europa.eu/en/meetings/jha/2019/10/07-08/
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Victim Identification Task Forces
45

 and use of various investigative approaches 

including the ICSE database have led to the identification of almost 360 children and 

150 offenders.   

 Europol (frequently in cooperation with Eurojust) has helped coordinate numerous 

successful investigations
46

. 

 Specific Operational Action Plans (OAPs) on combating child sexual abuse and 

exploitation, are implemented each year under the EU Policy Cycle / EMPACT for 

the fight against serious and international organised crime, supported by Europol
47

. 

 Europol has been instrumental in the gathering, collation and publication of reports 

such as the Serious and Organised Crime Threat Assessment (SOCTA)
48

 and 

Internet Organised Crime Threat Assessment (IOCTA)
49

 reports, which include 

specific sections on the fight against child sexual abuse.  

 Europol has also worked with its international partners to provide online safety advice 

for parents and carers
50

 to help keep children safe online during the COVID19 crisis, 

in addition to three weekly intelligence reports for targeted audiences
 51

.  

Key action: 

 Europol will set up an Innovation Hub and Lab and the Commission will provide 

funding to facilitate the development of national capacities to keep up with technological 

developments and ensure an effective response of law enforcement against these crimes.  

5. Enable Member States to better protect children through prevention  

Some of the articles of the Child Sexual Abuse Directive in which Member States are 

incurring in more delays to fully implement are those that require putting in place prevention 

programmes
52

, where multiple types of stakeholders need to take action.  

As regards prevention targeted at (potential) offenders, Member States’ difficulties concern 

programmes at all stages: before a person offends for the first time, in the course of or after 

criminal proceedings, and inside and outside prison.  

Research into what motivates individuals to become offenders is scarce and fragmented and 

the communication between practitioners and researchers is minimal:  

 The current lack of research makes it difficult to draw up and put in place effective 

programmes at all stages. The few programmes that are in place
53

 are rarely 

evaluated to assess their effectiveness.  

                                                           
45

  More information is available in these press releases from Europol of 27/05/2019 and 25/10/2019.  
46

  See for example these press releases from Europol of 12/03/2020, 31/03/2020, and 21/04/2020, as well as 

Eurojust Annual Report 2019, e.g. p.13. 
47

   May 2017 Council conclusions on setting the EU’s priorities for the fight against organised and serious 

international crime between 2018 and 2021. 
48

  The latest SOCTA report is available here. 
49

  The latest IOCTA report is available here. 
50

  More information is available here. 
51

  Other important initiatives at EU level on protecting children during COVID 19 include the 

Betterinternetforkids.eu COVID19 campaign.  
52  

In particular Articles 22, 23 and 24. For more details, see the Report from the Commission to the European 

Parliament and the Council assessing the extent to which the Member States have taken the necessary 

measures in order to comply with Directive 2011/93/EU of 13 December 2011 on combating the sexual 

abuse and sexual exploitation of children and child pornography, COM/2016/0871 final. 

https://www.europol.europa.eu/newsroom/news/global-taskforce-close-to-identifying-three-victims-of-child-sexual-abuse
https://www.europol.europa.eu/newsroom/news/international-collaboration-europol-leads-to-identification-of-4-victims-of-child-abuse
https://www.europol.europa.eu/newsroom/news/dark-web-child-abuse-administrator-of-darkscandals-arrested-in-netherlands
https://www.europol.europa.eu/newsroom/news/90-suspects-identified-in-major-online-child-sexual-abuse-operation
https://www.europol.europa.eu/newsroom/news/international-police-cooperation-leads-to-arrest-of-dark-web-child-sex-abuser-in-spain
http://www.eurojust.europa.eu/doclibrary/corporate/eurojust%20Annual%20Reports/Annual%20Report%202019/AR2019_EN.pdf
http://data.consilium.europa.eu/doc/document/ST-9450-2017-INIT/en/pdf
http://data.consilium.europa.eu/doc/document/ST-9450-2017-INIT/en/pdf
https://www.europol.europa.eu/socta-report
https://www.europol.europa.eu/iocta-report
https://www.europol.europa.eu/sites/default/files/documents/global-parent-online-safety-advice-esafety-europol.pdf
https://www.betterinternetforkids.eu/web/portal/practice/awareness/detail?articleId=5882569
https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX%3A52016DC0871
https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX%3A52016DC0871
https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX%3A52016DC0871
https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX%3A52016DC0871
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 In addition, the various types of practitioners in this field (e.g. responsible authorities 

providing prevention programmes for people who fear that they might offend, public 

authorities in charge of prevention programmes in prisons, NGOs offering prevention 

programmes to support the reintegration in the community of sex offenders) do not 

communicate sufficiently with each other on the effectiveness of the programmes, 

including lessons learned and best practices.  

To address these difficulties, the Commission will work on setting up a prevention network 

of relevant and reputed practitioners and researchers to support Member States in putting 

in place usable, rigorously evaluated and effective prevention measures to decrease the 

prevalence of child sexual abuse in the EU and facilitate the exchange of best practices. 

Specifically, the network would: 

1. Enable a virtuous cycle of practice to research and research to practice:  

 Researchers would provide practitioners with scientifically tested initiatives, and 

practitioners would provide researchers with continuous feedback on the prevention 

initiatives to further contribute to strengthen the evidence base. Victims’ perspectives 

and views would be also brought into the network’s work. 

 Although the network’ work would cover all areas related to preventing child sexual 

abuse, it would have a strong focus on prevention programmes for offenders and 

for people who fear that they might offend, as this is the area where Member States 

struggle the most.  

 It is known that not all offenders have a paedophilic disorder
54

 (other motivations to 

offend include exploitation for financial gain), and not everyone who has a 

paedophilic disorder ends up being an offender (some people seek support in dealing 

with their paedophilia). Substantial research is needed to understand the process by 

which a person ends up offending, including risk factors and triggers. Some 

statistics suggest that up to 85% of those who view child sexual abuse images also 

physically abuse children
55

. Viewing child sexual abuse material is also a criminal 

offence, which generates demand for new material and therefore new physical 

abuse
56

.  

 The network would follow a scientific approach to prevention. Although prevalence 

data is scarce, studies indicate that around 3% of the male population could have a 

paedophilic disorder. Practitioners recognise that tackling the problem at its root by 

acknowledging that difficult fact and putting in place preventive measures, is the most 

effective way to protect victims and alleviate the workload of law enforcement 

authorities.  

2. Support Member States’ work to raise awareness by creating focused media campaigns 

and training materials: 

                                                                                                                                                                                     
53

  For an overview of prevention programmes in the EU and third countries, see Di Gioia R., Beslay, L. (2018) 

Fighting child sexual abuse: prevention policies for offenders – Inception Report, EUR 29344 EN, 

doi:10.2760/48791. 
54

  In a self-report survey with a sample of 1,978 young adult males from Sweden, 4.2 % reported they had 

ever viewed child sexual abuse material (Seto, et al, 2015). In another self-report survey with a sample of 

8,718 adult males in Germany, 2.4% of respondents reported using that material (Dombert, et al, 2016). 
55

  https://childrescuecoalition.org/the-issue/. 
56

  The Atlantic, I, Pedophile, David Goldberg, 26 August 2013. 

https://op.europa.eu/en/publication-detail/-/publication/8ecaa7e4-c77f-11e8-9424-01aa75ed71a1/language-en
https://europepmc.org/article/med/24515803
https://www.researchgate.net/publication/272150170_How_Common_is_Men's_Self-Reported_Sexual_Interest_in_Prepubescent_Children
https://childrescuecoalition.org/the-issue/
https://www.theatlantic.com/health/archive/2013/08/i-pedophile/278921/
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 It would facilitate the exchange of information on training materials and capacity 

building and collect ‘best practice’ examples to inspire media campaigns and 

training across Member States. It would help avoid duplication of efforts by, e.g. 

facilitating the adaptation and translation to the national context of materials created 

in other Member States.  

 The Commission, supported by the network, would also launch and support 

awareness raising campaigns to help inform children, parents, carers and educators 

about risks and preventive mechanisms and procedures. These would be developed 

with the network. 

 Prevention efforts are necessary in relation to organisations that work with 

children – sports centres and clubs, religious institutions, healthcare services, schools, 

afterschool activities – to raise awareness and to inform them about ways to prevent 

abuse, e.g. by providing focused training
57

, ensuring they have in place appropriate 

procedures and making use of their legal empowerment under EU law to request 

criminal records across borders via the European Criminal Records Information 

System
58

. This highly effective EU system is crucial in the prevention of sexual 

abuses as it allows to make background checks of an individual’s possible criminal 

history when recruiting for professional or organised voluntary activities involving 

direct and regular contacts with children. Professionals from all sectors, who might 

come in contact with children, need to be trained and equipped with the tools to 

prevent and detect early signs of possible sexual violence and abuse, and to interact 

with children and their families in an appropriate manner, driven by the specific needs 

and the best interests of the child. This also includes law enforcement authorities 

and the judiciary where child victims are involved in criminal investigations against 

their abusers. Families and carers, professionals and broader society need to 

understand the seriousness of these crimes and the devastating effect they have on 

children, and be given the support needed to report these crimes and support child 

victims. This requires specialised information, media campaigns and training. 

 Children themselves need to have the knowledge and tools that could help them not 

to be confronted with the abuse when possible (e.g. on how to use the web safely), 

and they need to be informed that certain behaviours are not acceptable. The 

Commission-funded network of Safer Internet Centres
59

 raises awareness on online 

safety and provides information, resources and assistance via helplines and hotlines 

on a wide range of digital safety topics including grooming and sexting
60

. The One in 

Five campaign by the Council of Europe
61

 and Europol’s “#SayNo” initiative
62

 are 

further examples of how this can be done. When abuse occurs, children need to feel 

secure and empowered to speak up, react and report
63

, even when the abuse comes 

from within their circle of trust (i.e. loved ones or other people they know and trust), 

as it is often the case. They also need to have access to safe, accessible and age-

appropriate channels to report the abuse without fear. Prevention efforts also need to 

take into account the specific circumstances and needs of various groups of 

                                                           
57

  See, for example, Erasmus+, the EU's programme to support education, training, youth and sport in Europe. 
58

  European Criminal Records Information System (ECRIS). More information is available here. 
59

    More information is available here. 
60

  See for example the Irish Safer Internet Centre here.  
61

  More information is available here.  
62

  More information is available here.  
63

  The upcoming Digital Education Action Plan will also cover child sexual abuse online. 

https://ec.europa.eu/programmes/erasmus-plus/node_en
https://ec.europa.eu/info/law/cross-border-cases/judicial-cooperation/tools-judicial-cooperation/european-criminal-records-information-system-ecris_en
http://betterinternetforkids.eu/
https://www.betterinternetforkids.eu/web/portal/practice/awareness/detail?articleId=3719798
https://www.coe.int/t/dg3/children/1in5/ourcampaign/material_EN.asp
https://www.europol.europa.eu/activities-services/public-awareness-and-prevention-guides/online-sexual-coercion-and-extortion-crime
https://ec.europa.eu/education/education-in-the-eu/digital-education-action-plan_en
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children who are particularly exposed to the risks of sexual abuse, such as children 

with disabilities
64

, children in migration (in particular unaccompanied minors) and 

children victims of trafficking (the majority of whom are girls).  

The aim is to organise the network in working groups that will facilitate the exchange of 

best practices and the work on concrete initiatives to generate tangible output. The working 

groups could be organised by practice (i.e. by professional background, e.g. healthcare 

practitioners, social workers, education practitioners, law enforcement, judicial authorities, 

prison authorities, policy makers and researchers) and by programme (i.e. by type of target 

group of the prevention programme, e.g. offenders and people who fear that they might 

offend, or training and awareness raising programmes for children, families and the 

community).  

Maximising work to prevent child sexual abuse is essential. The exponential increase of child 

sexual abuse reports has overwhelmed law enforcement in the EU and globally, reaffirming 

the consensus among practitioners (including law enforcement) that this problem is 

impossible to solve through law enforcement action only and requires multi-agent 

coordination. 

The network would aim at strengthening the capacity in the EU on prevention of child 

sexual abuse and would have a global reach to draw on all relevant expertise within and 

outside of the EU. It would also have an important online presence to facilitate sharing its 

work within the EU and globally so that all countries could benefit from state-of-the-art 

research and approaches. 

In summary, the prevention network would enable: a) more effective action in the fight 

against child sexual abuse (online and offline) in the EU; b) more effective and efficient use 

of the existing (limited) resources in the EU allocated to preventing child sexual abuse; and 

c) more effective cooperation with partners globally, so that the EU can benefit from 

global expertise without duplicating efforts.  

Key action: 

 The Commission will start immediately to prepare a prevention network at EU level to 

facilitate the exchange of best practices and support Member States in putting in place 

usable, rigorously evaluated and effective prevention measures to decrease the 

prevalence of child sexual abuse in the EU. 

6. A European centre to prevent and counter child sexual abuse  

The Commission will start working towards the possible creation of a European centre to 

prevent and counter child sexual abuse, based on a thorough study and impact assessment. 

The centre would provide holistic support to Member States in the fight against child 

sexual abuse, online and offline, ensuring coordination to maximise the efficient use of 

resources and avoiding duplication of efforts.  

The European Parliament called for the creation of a centre in its November 2019 

resolution
65

, and Member States highlighted in their October 2019 Council conclusions the 

need for a coordinated and multi-stakeholder approach
66

. The centre could build on the 

best practices and lessons learned from similar centres around the world, such as the 

                                                           
64

  EU Fundamental Rights Agency Report: Violence against children with disabilities, 2015. 
65

  November 2019 Resolution on the 30th anniversary of the UN Convention on the Rights of the Child. 
66  October 2019 Council conclusions on combating the sexual abuse of children. 

https://fra.europa.eu/sites/default/files/fra_uploads/fra-2015-violence-against-children-with-disabilities_en.pdf
http://www.europarl.europa.eu/doceo/document/TA-9-2019-0066_EN.pdf
https://data.consilium.europa.eu/doc/document/ST-12862-2019-INIT/en/pdf
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National Centre for Missing and Exploited Children (NCMEC) in the US, the Canadian 

Centre for Child Protection and the Australian Centre to Counter Child Exploitation.  

To ensure holistic support to Member States in the fight against child sexual abuse, and 

subject to further assessment, the centre’s functions could cover three areas:  

1. Law enforcement: Europol is a key actor in the fight against child sexual abuse, notably 

through the analysis and channelling of reports of abuse received from the U.S. Building 

on Europol’s role and experience, the centre could work with law enforcement agencies 

in the EU and in third countries to ensure that victims are identified and assisted as soon 

as possible and that offenders are brought to justice. It could support Member States by 

receiving reports in relation to child sexual abuse in the EU from companies offering 

their services in the EU, ensure the relevance of such reports, and forward these to law 

enforcement for action. The centre could also support companies by, for example, 

maintaining a single database in the EU of known child sexual abuse material to 

facilitate its detection in companies’ systems, in compliance with EU data protection 

rules. In addition, the centre could also support law enforcement by coordinating and 

facilitating the takedown of child sexual abuse material online identified through 

hotlines.  

The centre could operate according to strict control mechanisms to ensure accountability 

and transparency. In particular, the centre could potentially play a role in helping ensure 

that there is no erroneous takedown or abuse of the search tools to report legitimate 

content (including misuse of the tools for purposes other than the fight against child 

sexual abuse) and in receiving complaints from users who feel that their content was 

mistakenly removed. Accountability and transparency will be key elements of the 

legislation referred to in the key actions of initiative #2. 

2. Prevention: building on the work of the prevention network, the centre could support 

Member States in putting in place usable, rigorously evaluated and effective multi-

disciplinary prevention measures to decrease the prevalence of child sexual abuse in the 

EU, taking account of differing vulnerabilities of children according to their age, gender, 

development and specific circumstances. It could facilitate coordination to support the 

most efficient use of resources invested and expertise available on prevention across the 

EU, avoiding duplication of efforts. A hub for connecting, developing and 

disseminating research and expertise, it could facilitate and encourage dialogue among 

all relevant stakeholders and help develop state-of-the-art research and knowledge, 

including better data. It could also provide input to policy makers at national and EU 

level on prevention gaps and possible solutions to address them. 

3. Assistance to victims: the centre could work closely with national authorities and global 

experts to ensure that victims receive appropriate and holistic support, as the Child 

Sexual Abuse Directive and the Victims’ Rights Directive
67

 require
68

. It could also work 

on supporting the exchange of best practices on protection measures for child victims. It 

could also support Member States by carrying out research (e.g. on short and long-term 

                                                           
67

  Directive 2012/29/EU of 25 October 2012 establishing minimum standards on the rights, support and 

protection of victims of crime, OJ L 315, 14.11.2012. This Directive complements with general victims’ 

rights the specific provisions for victims of child sexual abuse contained in the Child Sexual Abuse 

Directive. 
68

  To ensure a coherent approach to EU victims’ rights policy, the centre could also cooperate with the 

Victims’ Rights Platform set up under the EU Strategy on victims' rights (2020-2025), COM/2020/258 

final. 

https://eur-lex.europa.eu/legal-content/en/TXT/?uri=CELEX%3A32012L0029
https://eur-lex.europa.eu/legal-content/EN/TXT/?qid=1593432832093&uri=CELEX:52020DC0258
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effects of child sexual abuse on victims) to support evidence-based policy on assistance 

and support to victims and serving as a hub of expertise to help coordinate better and 

avoid duplication of efforts. The centre could also support victims in removing their 

images and videos to safeguard their privacy, including through proactively searching 

materials online and notifying companies
69

.  

The centre could bring together all the initiatives in this strategy by enabling more 

effective cooperation between public authorities (including law enforcement), industry and 

civil society in the EU and globally, and becoming the reference entity in the EU for 

expertise in this area: 

 Legislation-focused initiatives: the centre could assist with its expertise the 

Commission on its role to support Member States on the implementation of the Child 

Sexual Abuse Directive. This expertise, which would increase with time as the centre 

continues to identify gaps and best practices in the EU and beyond, would facilitate 

evidence-based policy by the Commission that could also ensure that EU legislation 

is up to date to enable an effective response. 

 Cooperation and funding-focused initiatives: working closely with the Commission 

and similar centres in other countries and with the WePROTECT Global Alliance to 

end child sexual exploitation, the centre could ensure that all Member States have 

immediate and centralised access to global best practices, and that children around 

the world can benefit from EU’s best practices. The centre could also draw on the 

results of the prevention network, and the experience of the Safer Internet Centres. 

The Commission will work closely with the European Parliament and Member States to 

explore the various implementation options, including making use of existing structures 

for the centre’s functions where appropriate, with a view to maximising the centre’s added-

value, effectiveness, and sustainability. The Commission will carry out an impact 

assessment, with a study to be launched immediately, to identify the best way forward 

including the best funding mechanisms and legal form that this centre should take. 

Key action: 

 The Commission will launch immediately a study to work towards the creation of a 

European centre to prevent and counter child sexual abuse to enable a comprehensive 

and effective EU response against child sexual abuse online and offline. 

7. Galvanise industry efforts to ensure the protection of children in their products  

Providers of certain online services are uniquely well placed to prevent, detect and report 

child sexual abuse that occurs using their infrastructure or services.  

At present, a number of companies voluntarily detect child sexual abuse. NCMEC received 

almost 17 million reports of child sexual abuse from those companies in 2019 alone
70

. These 

reports include not only abusive images and videos but also situations that pose an imminent 

danger to children (e.g. details of arrangements to meet to physically abuse the child or 

suicide threats by the child following blackmail by the offender). These reports have been 

                                                           
69

  The centre could also serve as an advocate for child victims to ensure that their voices are heard and taken 

into account in policymaking at EU and national level, raising awareness of children’s rights and of child 

victims’ needs. 
70

  See here the list of companies that reported to NCMEC in 2019, and the number of reports submitted by 

each of them.  

https://www.missingkids.org/content/dam/missingkids/gethelp/2019-reports-by-esp.pdf
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instrumental for years in rescuing children in the EU from ongoing abuse. They have led 

to, for example:  

 the rescue of 11 children, some as young as 2 years old, who were exploited by a 

network of abusers in Sweden
71

; 

 the single largest operation ever against child sexual abuse in Denmark
72

; 

 the rescue of a 9 year-old girl in Romania, who had been abused by her father for 

more than a year
73

; 

 the rescue of a 4 year-old girl and her 10 year-old brother in Germany, who had been 

abused by their father
74

; 

 the arrest of an offender in France who groomed 100 children to obtain child sexual 

abuse material from them
75

; 

 the rescue of 2 girls in Czechia, abused by a 52 year-old man, who recorded the abuse 

and distributed it online
76

. 

The efforts that companies make to detect and report child sexual abuse vary significantly. 

In 2019, a single company, Facebook, sent almost 16 million reports (94% of the total that 

year), while other US-based companies sent fewer than 1 000 reports, and some fewer than 

10
77

.   

Last year, Facebook announced plans to implement end-to-end encryption by default in its 

instant messaging service. In the absence of accompanying measures, it is estimated that this 

could reduce the number of total reports of child sexual abuse in the EU (and globally) by 

more than half
78

 and as much as two-thirds
79

, since the detection tools as currently used do 

not work on end-to-end encrypted communications. 

Given the key role that certain online services play in the distribution of child sexual abuse 

material, and the actual and potential importance of the industry in the fight against child 

sexual abuse, it is essential that it takes responsibility for protecting children in its products, 

in line with EU fundamental rights, including on privacy and personal data protection.  

In 2020, the Commission has begun work on supporting industry efforts in the fight against 

child sexual abuse online under the EU Internet Forum. The forum, which brings together 

all EU Home Affairs Ministers, high-level representatives of major internet companies, the 

European Parliament and Europol, has served since 2015 as a model for a successful cross-

sector collaboration in the fight against terrorist content online and has now expanded to also 

cover child sexual abuse online.
80

   

In addition to continuing to support the fight against terrorist content online, the EU Internet 

Forum will provide a common space to share best practices and the challenges that private 

and public actors encounter in their fight against child sexual abuse online, to increase 

                                                           
71

  Swedish Cybercrime Centre SC3, Swedish Police.  
72

  2018 Internet Organised Crime Threat Assessment, Europol, page 32. 
73

  As reported in the Romanian media, see here and here. 
74

  As reported by the German Federal Police (BKA). 
75

  As reported by the French police. 
76

  As reported by the Czech police. 
77

  National Centre for Missing and Exploited Children, 2019 Reports by Electronic Service Providers.  
78

  National Centre for Missing and Exploited Children, End-to-end encryption: ignoring abuse won’t stop it. 
79

  The New York Times, An Explosion in Online Child Sex Abuse: What You Need to Know, 29/09/2019. 
80

  2019 Internet Organised Crime Threat Assessment, Europol, page 34.  

https://www.europol.europa.eu/activities-services/main-reports/internet-organised-crime-threat-assessment-iocta-2018
https://www.stirilekanald.ro/o-femeie-de-27-de-ani-din-bacau-si-a-abuzat-sexual-fetita-de-doar-9-ani-pentru-a-si-multumi-iubitul-18654662
https://m.adevarul.ro/news/eveniment/povestea-femeii-si-a-abuzat-sexual-fata-9-ani-a-si-multumi-amantul-pervers-gata-mami-frig-mai-facem-maine-1_587676015ab6550cb85b6519/index.html
https://www.missingkids.org/gethelpnow/cybertipline
https://www.missingkids.org/theissues/end-to-end-encryption#:~:text=NCMEC%20will%20stand%20with%20survivors,detecting%20child%20sexual%20abuse%20material.&text=NCMEC%20also%20provides%20information%20for,their%20images%20or%20videos%20online.
https://www.nytimes.com/2019/09/29/us/takeaways-child-sex-abuse.html
https://www.europol.europa.eu/sites/default/files/documents/iocta_2019.pdf
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mutual understanding and find solutions together. It will also enable high-level political 

coordination to maximise the efficiency and effectiveness of actions across the EU. 

One of the specific initiatives under the EU Internet Forum in 2020 is the creation of a 

technical expert process to map and assess possible solutions which could allow companies 

to detect and report child sexual abuse in end-to-end encrypted electronic 

communications, in full respect of fundamental rights and without creating new 

vulnerabilities criminals could exploit. Technical experts from academia, industry, public 

authorities and civil society organisations will examine possible solutions focused on the 

device, the server and the encryption protocol that could ensure the privacy and security of 

electronic communications and the protection of children from sexual abuse and sexual 

exploitation.  

Key action: 

 Under the EU Internet Forum, the Commission has launched an expert process with 

industry to map and preliminarily assess, by the end of 2020, possible technical solutions 

to detect and report child sexual abuse in end-to-end encrypted electronic 

communications, and to address regulatory and operational challenges and 

opportunities in the fight against these crimes. 

8. Improve protection of children globally through multi-stakeholder cooperation   

Child sexual abuse is a global reality across all countries and social groups and it happens 

both offline and online. It is estimated that, at any given moment, across the world there are 

more than 750 000 predators online exchanging child sexual abuse material, streaming live 

abuse of children, extorting children to produce sexual material or grooming children for 

future sexual abuse
81

.  

The following map shows the real time downloads in a given day of a sample of child sexual 

abuse material
82

: 

                                                           
81

  U.N. General Assembly, Human Rights Council, Report of the Special Rapporteur on the sale of children, 

child prostitution and child pornography, 13 July 2009. 
82

  Child Rescue Coalition, real time downloads of a sample of child sexual abuse material on 13 July 2020. 

The different colours of the dots indicate different networks from which the material was downloaded. 

https://www2.ohchr.org/english/bodies/hrcouncil/docs/12session/A.HRC.12.23.pdf
https://childrescuecoalition.org/
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There is also evidence that offenders travel to third countries to take advantage of more 

lenient legislative frameworks or fewer enforcement capacities and to commit abuse without 

fearing law enforcement. The ability to require those who commit sexual offences against 

children to register and comply with certain conditions imposed by the court or probation 

services after their release from prison plays an important role in protecting children
83

.  

The Commission has supported global efforts through multi-stakeholder cooperation
84

 for 

years, well aware that it takes a network to defeat a network. One example is the  

Commission-funded ICSE database, hosted at Interpol, which holds more than 1.5 million 

images and videos and has helped identify 20 000 victims worldwide, through the 

collaborative efforts of the more than 60 countries (and Europol) that are connected to it
85

. 

The Commission also co-funds the INHOPE network of hotlines
86

 from more than 40 

countries to facilitate the removal of child sexual abuse material online anonymously reported 

by the public
87

. The Commission will continue supporting global action with funding to 

enhance international cooperation. In particular, the EU will continue to support the EU-UN 

                                                           
83

  See recital 43 of the Child Sexual Abuse Directive (2011/93).  
84

  For example, the Alliance to better protect minors online brings together the European Commission, 

leading ICT and media companies, NGOs and UNICEF to improve the online environment for children and 

young people by focusing on user empowerment, enhanced collaboration, and awareness raising. 
85

  Interpol’s International Child Sexual Exploitation database, as of May 2019. 
86

  For over 20 years, as part of the Safer Internet policy (see European Strategy for a Better Internet for 

Children, COM/2012/0196, Pillar 4), the EU has supported cooperation between law enforcement, internet 

industries and NGOs, in the EU and globally, to combat this crime, including with EU funding to hotlines.     
87

  Commission funding to the hotlines and to the central hashes database “ICCAM” is currently provided 

under Connecting Europe Facility; future funding has been proposed by the Commission under Digital 

Europe Programme. The hotlines analyse the reports and the location of hosting service providers, and 

forward details of confirmed CSAM to the relevant law enforcement agency, for criminal investigation and 

victim identification, and to the hosting service providers for content removal. See here for more 

information. 

https://ec.europa.eu/digital-single-market/en/alliance-better-protect-minors-online
https://www.interpol.int/en/Crimes/Crimes-against-children/International-Child-Sexual-Exploitation-database
https://eur-lex.europa.eu/legal-content/EN/ALL/?uri=CELEX%3A52012DC0196
https://eur-lex.europa.eu/legal-content/EN/ALL/?uri=CELEX%3A52012DC0196
https://inhope.org/EN
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Spotlight Initiative
88

, to prevent and eliminate all forms of violence against women and girls 

across five regions around the globe
89

.  

In 2012, the Commission co-founded with the competent US authorities the Global Alliance 

Against Child Sexual Abuse Online
90

, which brought together 54 countries to improve victim 

protection, identify and prosecute offenders, raise awareness, and reduce the availability of 

child sexual abuse material online. This initiative merged with a similar one from the UK, 

WePROTECT, created in 2014, which brought governments together with industry and 

NGOs. In 2016, both initiatives agreed to join forces and form the WePROTECT Global 

Alliance to End Child Sexual Exploitation Online, which currently includes 97 governments, 

32 global technology companies, 33 civil society organisations and international institutions, 

and 5 regional organisations
91

. At the end of 2019, the organisation became an independent 

legal entity in the form of a foundation with limited liability, set up in the Netherlands.  

The WePROTECT Global Alliance has advanced countries’ commitment towards a more 

coordinated response to the global fight against child sexual abuse, based on global threat 

assessments, and a model national response. These have helped to clarify the challenges and 

assist member countries in setting achievable practical goals. 

The Commission will continue to support the alliance as a member of its policy board, given 

its co-founder status, including with funding. This will allow the Commission to ensure 

coherence with global initiatives (in particular regulatory ones), which in turn will support 

and strengthen the effectiveness of actions within the EU by providing Member States access 

to global best practices. In particular, by participating in the policy board of the 

WePROTECT Global Alliance, the Commission actively contributes to increase standards for 

the protection of children, the identification of perpetrators, and support for child victims 

across the globe. This facilitates the EU’s efforts to share best practices with and to support 

national authorities in third countries in implementing international standards in the online 

space (i.e. protection of children), in line with the EU Action Plan on Human Rights and 

Democracy 2020-2024
92

. The Commission has supported this type of global cooperation for 

years and considers the WePROTECT Global Alliance as the central organisation for 

coordinating and streamlining global efforts and regulatory improvements, and bringing 

about a more effective global response. 

Key action: 

 The Commission will continue contributing to increase global standards for the 

protection of children against sexual abuse by promoting multi-stakeholder cooperation 

through the WePROTECT Global Alliance, and through dedicated funding.  

 

NEXT STEPS 

This strategy presents a framework to respond in a comprehensive way to the increasing 

threat of child sexual abuse, both in its online and offline form. This strategy will be the 

reference framework for EU action in the fight against child sexual abuse for the 2020-2025 

                                                           
88

  More information about the Spotlight Initiative is available here.  
89

  The EU will also engage with civil society organisations (Joining Forces Initiative) in Sub-Saharan Africa 

to reduce levels of violence, abuse, exploitation and neglect against children and adolescents, especially in 

countries most affected by COVID-19. 
90

  More information about the Global Alliance Against Child Sexual Abuse Online is available here. 
91

  As of 17 June 2020. More information about WePROTECT Global Alliance is available here. 
92

  More information about the EU Action Plan on Human Rights and Democracy 2020-2024 is available here. 

https://www.spotlightinitiative.org/
https://ec.europa.eu/home-affairs/what-we-do/policies/organized-crime-and-human-trafficking/global-alliance-against-child-abuse_en
https://www.weprotect.org/
https://ec.europa.eu/commission/presscorner/detail/en/ip_20_492
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period. It will also inform related Commission initiatives such as the EU strategy on the 

rights of the child, to be adopted in early 2021.  

The Commission will work closely with companies, civil society organisations, academia, 

practitioners, researchers, law enforcement and other public authorities, and other relevant 

stakeholders, in the EU (including the European Parliament and the Council) and globally, 

during the coming months and years to ensure an effective exploration and implementation 

of the eight initiatives presented in the strategy.  

The right legal framework should be implemented to enable an effective response, including 

on investigations, prevention and assistance to victims, by the relevant actors, including 

companies. 

Child sexual abuse is a complex issue that requires the maximum cooperation from all 

stakeholders, which have to be able, willing, and ready to act. The Commission will spare no 

efforts to ensure that this is the case, given the urgent need to take effective action.  

Our children are our present and our future. The Commission will continue using all 

available tools to ensure that nothing steals that future from them. 



I 

(Legislative acts) 

DIRECTIVES 

DIRECTIVE 2011/92/EU OF THE EUROPEAN PARLIAMENT AND OF THE COUNCIL 

of 13 December 2011 

on combating the sexual abuse and sexual exploitation of children and child pornography, and 
replacing Council Framework Decision 2004/68/JHA 

THE EUROPEAN PARLIAMENT AND THE COUNCIL OF THE 
EUROPEAN UNION, 

Having regard to the Treaty on the Functioning of the European 
Union, and in particular Article 82(2) and Article 83(1) thereof, 

Having regard to the proposal from the European Commission, 

After transmission of the draft legislative act to the national 
parliaments, 

Having regard to the opinion of the European Economic and 
Social Committee ( 1 ), 

After consulting the Committee of the Regions, 

Acting in accordance with the ordinary legislative procedure ( 2 ), 

Whereas: 

(1) Sexual abuse and sexual exploitation of children, 
including child pornography, constitute serious violations 
of fundamental rights, in particular of the rights of 
children to the protection and care necessary for their 
well-being, as provided for by the 1989 United Nations 
Convention on the Rights of the Child and by the 
Charter of Fundamental Rights of the European 
Union ( 3 ). 

(2) In accordance with Article 6(1) of the Treaty on 
European Union, the Union recognises the rights, 
freedoms and principles set out in the Charter of Funda
mental Rights of the European Union, in which 
Article 24(2) provides that in all actions relating to 
children, whether taken by public authorities or private 

institutions, the child’s best interests must be a primary 
consideration. Moreover, the Stockholm Programme — 
An Open and Secure Europe Serving and Protecting 
Citizens ( 4 ) gives a clear priority to combating the 
sexual abuse and sexual exploitation of children and 
child pornography. 

(3) Child pornography, which consists of images of child 
sexual abuse, and other particularly serious forms of 
sexual abuse and sexual exploitation of children are 
increasing and spreading through the use of new tech
nologies and the Internet. 

(4) Council Framework Decision 2004/68/JHA of 
22 December 2003 on combating the sexual exploitation 
of children and child pornography ( 5 ) approximates 
Member States’ legislation to criminalise the most 
serious forms of child sexual abuse and sexual exploi
tation, to extend domestic jurisdiction, and to provide 
for a minimum level of assistance for victims. Council 
Framework Decision 2001/220/JHA of 15 March 2001 
on the standing of victims in criminal proceedings ( 6 ) 
establishes a set of victims’ rights in criminal proceedings, 
including the right to protection and compensation. 
Moreover, the coordination of prosecution of cases of 
sexual abuse, sexual exploitation of children and child 
pornography will be facilitated by the implementation 
of Council Framework Decision 2009/948/JHA of 
30 November 2009 on prevention and settlement of 
conflicts of exercise of jurisdiction in criminal 
proceedings ( 7 ). 

(5) In accordance with Article 34 of the United Nations 
Convention on the Rights of the Child, States Parties 
undertake to protect the child from all forms of sexual 
exploitation and sexual abuse. The 2000 United Nations 
Optional Protocol to the Convention on the Rights of the 
Child on the sale of children, child prostitution and child 
pornography and, in particular, the 2007 Council

EN 17.12.2011 Official Journal of the European Union L 335/1 

( 1 ) OJ C 48, 15.2.2011, p. 138. 
( 2 ) Position of the European Parliament of 27 October 2011 (not yet 

published in the Official Journal) and decision of the Council of 
15 November 2011. 

( 3 ) OJ C 364, 18.12.2000, p. 1. 

( 4 ) OJ C 115, 4.5.2010, p. 1. 
( 5 ) OJ L 13, 20.1.2004, p. 44. 
( 6 ) OJ L 82, 22.3.2001, p. 1. 
( 7 ) OJ L 328, 15.12.2009, p. 42.



of Europe Convention on the Protection of Children 
against Sexual Exploitation and Sexual Abuse are 
crucial steps in the process of enhancing international 
cooperation in this field. 

(6) Serious criminal offences such as the sexual exploitation 
of children and child pornography require a compre
hensive approach covering the prosecution of offenders, 
the protection of child victims, and prevention of the 
phenomenon. The child’s best interests must be a 
primary consideration when carrying out any measures 
to combat these offences in accordance with the Charter 
of Fundamental Rights of the European Union and the 
United Nations Convention on the Rights of the Child. 
Framework Decision 2004/68/JHA should be replaced by 
a new instrument providing such comprehensive legal 
framework to achieve that purpose. 

(7) This Directive should be fully complementary with 
Directive 2011/36/EU of the European Parliament and 
of the Council of 5 April 2011 on preventing and 
combating trafficking in human beings and protecting 
its victims, and replacing Council Framework Decision 
2002/629/JHA ( 1 ), as some victims of human trafficking 
have also been child victims of sexual abuse or sexual 
exploitation. 

(8) In the context of criminalising acts related to porno
graphic performance, this Directive refers to such acts 
which consist of an organised live exhibition, aimed at 
an audience, thereby excluding personal face-to-face 
communication between consenting peers, as well as 
children over the age of sexual consent and their 
partners from the definition. 

(9) Child pornography frequently includes images recording 
the sexual abuse of children by adults. It may also 
include images of children involved in sexually explicit 
conduct, or of their sexual organs, where such images are 
produced or used for primarily sexual purposes and 
exploited with or without the child’s knowledge. 
Furthermore, the concept of child pornography also 
covers realistic images of a child, where a child is 
engaged or depicted as being engaged in sexually 
explicit conduct for primarily sexual purposes. 

(10) Disability, by itself, does not automatically constitute an 
impossibility to consent to sexual relations. However, the 
abuse of the existence of such a disability in order to 
engage in sexual activities with a child should be crimi
nalised. 

(11) In adopting legislation on substantive criminal law, the 
Union should ensure consistency of such legislation in 
particular with regard to the level of penalties. The 
Council conclusions of 24 and 25 April 2002 on the 
approach to apply regarding approximation of penalties, 
which indicate four levels of penalties, should be kept in 

mind in the light of the Lisbon Treaty. This Directive, 
because it contains an exceptionally high number of 
different offences, requires, in order to reflect the 
various degrees of seriousness, a differentiation in the 
level of penalties which goes further than what should 
usually be provided in Union legal instruments. 

(12) Serious forms of sexual abuse and sexual exploitation of 
children should be subject to effective, proportionate and 
dissuasive penalties. This includes, in particular, various 
forms of sexual abuse and sexual exploitation of children 
which are facilitated by the use of information and 
communication technology, such as the online solici
tation of children for sexual purposes via social 
networking websites and chat rooms. The definition of 
child pornography should also be clarified and brought 
closer to that contained in international instruments. 

(13) The maximum term of imprisonment provided for in this 
Directive for the offences referred to therein should apply 
at least to the most serious forms of such offences. 

(14) In order to reach the maximum term of imprisonment 
provided for in this Directive for offences concerning 
sexual abuse and sexual exploitation of children and 
child pornography, Member States may combine, taking 
into account their national law, the imprisonment terms 
provided for in national legislation in respect of those 
offences. 

(15) This Directive obliges Member States to provide for 
criminal penalties in their national legislation in respect 
of the provisions of Union law on combating sexual 
abuse, sexual exploitation of children and child 
pornography. This Directive creates no obligations 
regarding the application of such penalties, or any 
other available system of law enforcement, in individual 
cases. 

(16) Especially for those cases where the offences referred to 
in this Directive are committed with the purpose of 
financial gain, Member States are invited to consider 
providing for the possibility to impose financial 
penalties in addition to imprisonment. 

(17) In the context of child pornography, the term ‘without 
right’ allows Member States to provide a defence in 
respect of conduct relating to pornographic material 
having for example, a medical, scientific or similar 
purpose. It also allows activities carried out under 
domestic legal powers, such as the legitimate possession 
of child pornography by the authorities in order to 
conduct criminal proceedings or to prevent, detect or 
investigate crime. Furthermore, it does not exclude legal 
defences or similar relevant principles that relieve a 
person of responsibility under specific circumstances, 
for example where telephone or Internet hotlines carry 
out activities to report those cases.

EN L 335/2 Official Journal of the European Union 17.12.2011 

( 1 ) OJ L 101, 15.4.2011, p. 1.



(18) Knowingly obtaining access, by means of information 
and communication technology, to child pornography 
should be criminalised. To be liable, the person should 
both intend to enter a site where child pornography is 
available and know that such images can be found there. 
Penalties should not be applied to persons inadvertently 
accessing sites containing child pornography. The inten
tional nature of the offence may notably be deduced 
from the fact that it is recurrent or that the offence 
was committed via a service in return for payment. 

(19) Solicitation of children for sexual purposes is a threat 
with specific characteristics in the context of the 
Internet, as the latter provides unprecedented 
anonymity to users because they are able to conceal 
their real identity and personal characteristics, such as 
their age. At the same time, Member States acknowledge 
the importance of also combating the solicitation of a 
child outside the context of the Internet, in particular 
where such solicitation is not carried out by using 
information and communication technology. Member 
States are encouraged to criminalise the conduct where 
the solicitation of a child to meet the offender for sexual 
purposes takes place in the presence or proximity of the 
child, for instance in the form of a particular preparatory 
offence, attempt to commit the offences referred to in 
this Directive or as a particular form of sexual abuse. 
Whichever legal solution is chosen to criminalise 
‘off-line grooming’, Member States should ensure that 
they prosecute the perpetrators of such offences one 
way or another. 

(20) This Directive does not govern Member States’ policies 
with regard to consensual sexual activities in which 
children may be involved and which can be regarded 
as the normal discovery of sexuality in the course of 
human development, taking account of the different 
cultural and legal traditions and of new forms of estab
lishing and maintaining relations among children and 
adolescents, including through information and 
communication technologies. These issues fall outside 
of the scope of this Directive. Member States which 
avail themselves of the possibilities referred to in this 
Directive do so in the exercise of their competences. 

(21) Member States should provide for aggravating circum
stances in their national law in accordance with the 
applicable rules established by their legal systems on 
aggravating circumstances. They should ensure that 
those aggravating circumstances are available for judges 
to consider when sentencing offenders, although there is 
no obligation on judges to apply those aggravating 
circumstances. The aggravating circumstances should 
not be provided for in Member States’ law when 
irrelevant taking into account the nature of the specific 
offence. The relevance of the various aggravating circum
stances provided for in this Directive should be evaluated 
at national level for each of the offences referred to in 
this Directive. 

(22) Physical or mental incapacity under this Directive should 
be understood as also including the state of physical or 
mental incapacity caused by the influence of drugs and 
alcohol. 

(23) In combating sexual exploitation of children, full use 
should be made of existing instruments on the seizure 
and confiscation of the proceeds of crime, such as the 
United Nations Convention against Transnational 
Organized Crime and the Protocols thereto, the 1990 
Council of Europe Convention on Laundering, Search, 
Seizure and Confiscation of the Proceeds from Crime, 
Council Framework Decision 2001/500/JHA of 26 June 
2001 on money laundering, the identification, tracing, 
freezing, seizing and confiscation of instrumentalities 
and the proceeds of crime ( 1 ), and Council Framework 
Decision 2005/212/JHA of 24 February 2005 on Confis
cation of Crime Related Proceeds, Instrumentalities and 
Property ( 2 ). The use of seized and confiscated instrumen
talities and the proceeds from the offences referred to in 
this Directive to support victims’ assistance and 
protection should be encouraged. 

(24) Secondary victimisation should be avoided for victims of 
offences referred to in this Directive. In Member States 
where prostitution or the appearance in pornography is 
punishable under national criminal law, it should be 
possible not to prosecute or impose penalties under 
those laws where the child concerned has committed 
those acts as a result of being victim of sexual exploi
tation or where the child was compelled to participate in 
child pornography. 

(25) As an instrument of approximation of criminal law, this 
Directive provides for levels of penalties which should 
apply without prejudice to the specific criminal policies 
of the Member States concerning child offenders. 

(26) Investigating offences and bringing charges in criminal 
proceedings should be facilitated, to take into account 
the difficulty for child victims of denouncing sexual 
abuse and the anonymity of offenders in cyberspace. 
To ensure successful investigations and prosecutions of 
the offences referred to in this Directive, their initiation 
should not depend, in principle, on a report or accu
sation made by the victim or by his or her representative. 
The length of the sufficient period of time for pros
ecution should be determined in accordance with 
national law. 

(27) Effective investigatory tools should be made available to 
those responsible for the investigation and prosecutions

EN 17.12.2011 Official Journal of the European Union L 335/3 

( 1 ) OJ L 182, 5.7.2001, p. 1. 
( 2 ) OJ L 68, 15.3.2005, p. 49.



of the offences referred to in this Directive. Those tools 
could include interception of communications, covert 
surveillance including electronic surveillance, monitoring 
of bank accounts or other financial investigations, taking 
into account, inter alia, the principle of proportionality 
and the nature and seriousness of the offences under 
investigation. Where appropriate, and in accordance 
with national law, such tools should also include the 
possibility for law enforcement authorities to use a 
concealed identity on the Internet. 

(28) Member States should encourage any person who has 
knowledge or suspicion of the sexual abuse or sexual 
exploitation of a child to report to the competent 
services. It is the responsibility of each Member State 
to determine the competent authorities to which such 
suspicions may be reported. Those competent authorities 
should not be limited to child protection services or 
relevant social services. The requirement of suspicion 
‘in good faith’ should be aimed at preventing the 
provision being invoked to authorise the denunciation 
of purely imaginary or untrue facts carried out with 
malicious intent. 

(29) Rules on jurisdiction should be amended to ensure that 
sexual abusers or sexual exploiters of children from the 
Union face prosecution even if they commit their crimes 
outside the Union, in particular via so-called sex tourism. 
Child sex tourism should be understood as the sexual 
exploitation of children by a person or persons who 
travel from their usual environment to a destination 
abroad where they have sexual contact with children. 
Where child sex tourism takes place outside the Union, 
Member States are encouraged to seek to increase, 
through the available national and international 
instruments including bilateral or multilateral treaties 
on extradition, mutual assistance or a transfer of the 
proceedings, cooperation with third countries and inter
national organisations with a view to combating sex 
tourism. Member States should foster open dialogue 
and communication with countries outside the Union 
in order to be able to prosecute perpetrators, under the 
relevant national legislation, who travel outside the 
Union borders for the purposes of child sex tourism. 

(30) Measures to protect child victims should be adopted in 
their best interest, taking into account an assessment of 
their needs. Child victims should have easy access to legal 
remedies and measures to address conflicts of interest 
where sexual abuse or sexual exploitation of a child 
occurs within the family. When a special representative 
should be appointed for a child during a criminal inves
tigation or proceeding, this role may be also carried out 
by a legal person, an institution or an authority. 
Moreover, child victims should be protected from 
penalties, for example under national legislation on pros
titution, if they bring their case to the attention of 

competent authorities. Furthermore, participation in 
criminal proceedings by child victims should not cause 
additional trauma to the extent possible, as a result of 
interviews or visual contact with offenders. A good 
understanding of children and how they behave when 
faced with traumatic experiences will help to ensure a 
high quality of evidence-taking and also reduce the stress 
placed on children when carrying out the necessary 
measures. 

(31) Member States should consider giving short and long 
term assistance to child victims. Any harm caused by 
the sexual abuse and sexual exploitation of a child is 
significant and should be addressed. Because of the 
nature of the harm caused by sexual abuse and sexual 
exploitation, such assistance should continue for as long 
as necessary for the child’s physical and psychological 
recovery and may last into adulthood if necessary. 
Assistance and advice should be considered to be 
extended to parents or guardians of the child victims 
where they are not involved as suspects in relation to 
the offence concerned, in order to help them to assist 
child victims throughout the proceedings. 

(32) Framework Decision 2001/220/JHA establishes a set of 
victims’ rights in criminal proceedings, including the 
right to protection and compensation. In addition child 
victims of sexual abuse, sexual exploitation and child 
pornography should be given access to legal counselling 
and, in accordance with the role of victims in the 
relevant justice systems, to legal representation, 
including for the purpose of claiming compensation. 
Such legal counselling and legal representation could 
also be provided by the competent authorities for the 
purpose of claiming compensation from the State. The 
purpose of legal counselling is to enable victims to be 
informed and receive advice about the various possi
bilities open to them. Legal counselling should be 
provided by a person having received appropriate legal 
training without necessarily being a lawyer. Legal coun
selling and, in accordance with the role of victims in the 
relevant justice systems, legal representation should be 
provided free of charge, at least when the victim does 
not have sufficient financial resources, in a manner 
consistent with the internal procedures of Member States. 

(33) Member States should undertake action to prevent or 
prohibit acts related to the promotion of sexual abuse 
of children and child sex tourism. Different preventative 
measures could be considered, such as the drawing up 
and reinforcement of a code of conduct and self-regu
latory mechanisms in the tourism industry, the setting-up 
of a code of ethics or ‘quality labels’ for tourist organi
sations combating child sex tourism, or establishing an 
explicit policy to tackle child sex tourism.
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(34) Member States should establish and/or strengthen 
policies to prevent sexual abuse and sexual exploitation 
of children, including measures to discourage and reduce 
the demand that fosters all forms of sexual exploitation 
of children, and measures to reduce the risk of children 
becoming victims, by means of, information and 
awareness-raising campaigns, and research and 
education programmes. In such initiatives, Member 
States should adopt a child-rights based approach. 
Particular care should be taken to ensure that 
awareness-raising campaigns aimed at children are appro
priate and sufficiently easy to understand. The estab
lishment of help-lines or hotlines should be considered. 

(35) Regarding the system of reporting sexual abuse and 
sexual exploitation of children and helping children in 
need, hotlines under the number 116 000 for missing 
children, 116 006 for victims of crime and 116 111 
for children, as introduced by Commission Decision 
2007/116/EC of 15 February 2007 on reserving the 
national numbering beginning with 116 for harmonised 
numbers for harmonised services of social value ( 1 ), 
should be promoted and experience regarding their func
tioning should be taken into account. 

(36) Professionals likely to come into contact with child 
victims of sexual abuse and sexual exploitation should 
be adequately trained to identify and deal with such 
victims. That training should be promoted for members 
of the following categories when they are likely to come 
into contact with child victims: police officers, public 
prosecutors, lawyers, members of the judiciary and 
court officials, child and health care personnel, but 
could also involve other groups of persons who are 
likely to encounter child victims of sexual abuse and 
sexual exploitation in their work. 

(37) In order to prevent the sexual abuse and sexual exploi
tation of children, intervention programmes or measures 
targeting sex offenders should be proposed to them. 
Those intervention programmes or measures should 
meet a broad, flexible approach focusing on the 
medical and psycho-social aspects and have a non-obli
gatory character. Those intervention programmes or 
measures are without prejudice to intervention 
programmes or measures imposed by the competent 
judicial authorities. 

(38) Intervention programmes or measures are not provided 
as an automatic right. It is for the Member State to 
decide which intervention programmes or measures are 
appropriate. 

(39) To prevent and minimise recidivism, offenders should be 
subject to an assessment of the danger posed by the 
offenders and the possible risks of repetition of sexual 
offences against children. Arrangements for such 
assessment, such as the type of authority competent to 
order and carry out the assessment or the moment in or 
after the criminal proceedings when that assessment 
should take place as well as arrangements for effective 
intervention programmes or measures offered following 
that assessment should be consistent with the internal 
procedures of Member States. For the same objective of 
preventing and minimising recidivism, offenders should 
also have access to effective intervention programmes or 
measures on a voluntary basis. Those intervention 
programmes or measures should not interfere with 
national schemes set up to deal with the treatment of 
persons suffering from mental disorders. 

(40) Where the danger posed by the offenders and the 
possible risks of repetition of the offences make it appro
priate, convicted offenders should be temporarily or 
permanently prevented from exercising at least profes
sional activities involving direct and regular contacts 
with children. Employers when recruiting for a post 
involving direct and regular contact with children are 
entitled to be informed of existing convictions for 
sexual offences against children entered in the criminal 
record, or of existing disqualifications. For the purposes 
of this Directive, the term ‘employers’ should also cover 
persons running an organisation that is active in 
volunteer work related to the supervision and/or care 
of children involving direct and regular contact with 
children. The manner in which such information is 
delivered, such as for example access via the person 
concerned, and the precise content of the information, 
the meaning of organised voluntary activities and direct 
and regular contact with children should be laid down in 
accordance with national law. 

(41) With due regard to the different legal traditions of the 
Member States, this Directive takes into account the fact 
that access to criminal records is allowed only either by 
the competent authorities or by the person concerned. 
This Directive does not establish an obligation to modify 
the national systems governing criminal records or the 
means of access to those records. 

(42) The aim of this Directive is not to harmonise rules 
concerning consent of the person concerned when 
exchanging information from the criminal registers, i.e. 
whether or not to require such consent. Whether the 
consent is required or not under national law, this 
Directive does not establish any new obligation to 
change the national law and national procedures in this 
respect.
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(43) Member States may consider adopting additional admin
istrative measures in relation to perpetrators, such as the 
registration in sex offender registers of persons convicted 
of offences referred to in this Directive. Access to those 
registers should be subject to limitation in accordance 
with national constitutional principles and applicable 
data protection standards, for instance by limiting 
access to the judiciary and/or law enforcement 
authorities. 

(44) Member States are encouraged to create mechanisms for 
data collection or focal points, at the national or local 
levels and in collaboration with civil society, for the 
purpose of observing and evaluating the phenomenon 
of sexual abuse and sexual exploitation of children. In 
order to be able to properly evaluate the results of 
actions to combat sexual abuse and sexual exploitation 
of children and child pornography, the Union should 
continue to develop its work on methodologies and 
data collection methods to produce comparable statistics. 

(45) Member States should take appropriate action for setting 
up information services to provide information on how 
to recognise the signs of sexual abuse and sexual exploi
tation. 

(46) Child pornography, which constitutes child sexual abuse 
images, is a specific type of content which cannot be 
construed as the expression of an opinion. To combat 
it, it is necessary to reduce the circulation of child sexual 
abuse material by making it more difficult for offenders 
to upload such content onto the publicly accessible web. 
Action is therefore necessary to remove the content and 
apprehend those guilty of making, distributing or down
loading child sexual abuse images. With a view to 
supporting the Union’s efforts to combat child 
pornography, Member States should use their best 
endeavours to cooperate with third countries in seeking 
to secure the removal of such content from servers 
within their territory. 

(47) However, despite such efforts, the removal of child 
pornography content at its source is often not possible 
when the original materials are not located within the 
Union, either because the State where the servers are 
hosted is not willing to cooperate or because obtaining 
removal of the material from the State concerned proves 
to be particularly long. Mechanisms may also be put in 
place to block access from the Union’s territory to 
Internet pages identified as containing or disseminating 
child pornography. The measures undertaken by Member 
States in accordance with this Directive in order to 
remove or, where appropriate, block websites containing 
child pornography could be based on various types of 
public action, such as legislative, non-legislative, judicial 

or other. In that context, this Directive is without 
prejudice to voluntary action taken by the Internet 
industry to prevent the misuse of its services or to any 
support for such action by Member States. Whichever 
basis for action or method is chosen, Member States 
should ensure that it provides an adequate level of 
legal certainty and predictability to users and service 
providers. Both with a view to the removal and the 
blocking of child abuse content, cooperation between 
public authorities should be established and strengthened, 
particularly in the interests of ensuring that national lists 
of websites containing child pornography material are as 
complete as possible and of avoiding duplication of 
work. Any such developments must take account of 
the rights of the end users and comply with existing 
legal and judicial procedures and the European 
Convention for the Protection of Human Rights and 
Fundamental Freedoms and the Charter of Fundamental 
Rights of the European Union. The Safer Internet 
Programme has set up a network of hotlines the goal 
of which is to collect information and to ensure coverage 
and exchange of reports on the major types of illegal 
content online. 

(48) This Directive aims to amend and expand the provisions 
of Framework Decision 2004/68/JHA. Since the 
amendments to be made are of substantial number and 
nature, the Framework Decision should, in the interests 
of clarity, be replaced in its entirety in relation to 
Member States participating in the adoption of this 
Directive. 

(49) Since the objective of this Directive, namely to combat 
sexual abuse, sexual exploitation of children and child 
pornography, cannot be sufficiently achieved by the 
Member States alone and can therefore, by reasons of 
the scale and effects, be better achieved at Union level, 
the Union may adopt measures, in accordance with the 
principle of subsidiarity as set out in Article 5 of the 
Treaty on European Union. In accordance with the 
principle of proportionality, as set out in that Article, 
this Directive does not go beyond what is necessary to 
achieve that objective. 

(50) This Directive respects fundamental rights and observes 
the principles recognised in particular by the Charter of 
Fundamental Rights of the European Union and in 
particular the right to the protection of human dignity, 
the prohibition of torture and inhuman or degrading 
treatment or punishment, the rights of the child, the 
right to liberty and security, the right to freedom of 
expression and information, the right to the protection 
of personal data, the right to an effective remedy and to 
a fair trial and the principles of legality and propor
tionality of criminal offences and penalties. This 
Directive seeks to ensure full respect for those rights 
and principles and must be implemented accordingly.
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(51) In accordance with Article 3 of the Protocol (No 21) on 
the position of United Kingdom and Ireland in respect of 
the area of freedom, security and justice, annexed to the 
Treaty on European Union and the Treaty on the Func
tioning of the European Union, the United Kingdom and 
Ireland have notified their wish to take part in the 
adoption and application of this Directive. 

(52) In accordance with Articles 1 and 2 of the Protocol 
(No 22) on the position of Denmark annexed to the 
Treaty on European Union and to the Treaty on the 
Functioning of the European Union, Denmark is not 
taking part in the adoption of this Directive and is not 
bound by it or subject to its application, 

HAVE ADOPTED THIS DIRECTIVE: 

Article 1 

Subject matter 

This Directive establishes minimum rules concerning the defi
nition of criminal offences and sanctions in the area of sexual 
abuse and sexual exploitation of children, child pornography 
and solicitation of children for sexual purposes. It also 
introduces provisions to strengthen the prevention of those 
crimes and the protection of the victims thereof. 

Article 2 

Definitions 

For the purposes of this Directive, the following definitions 
apply: 

(a) ‘child’ means any person below the age of 18 years; 

(b) ‘age of sexual consent’ means the age below which, in 
accordance with national law, it is prohibited to engage in 
sexual activities with a child; 

(c) ‘child pornography’ means: 

(i) any material that visually depicts a child engaged in real 
or simulated sexually explicit conduct; 

(ii) any depiction of the sexual organs of a child for 
primarily sexual purposes; 

(iii) any material that visually depicts any person appearing 
to be a child engaged in real or simulated sexually 
explicit conduct or any depiction of the sexual organs 
of any person appearing to be a child, for primarily 
sexual purposes; or 

(iv) realistic images of a child engaged in sexually explicit 
conduct or realistic images of the sexual organs of a 
child, for primarily sexual purposes; 

(d) ‘child prostitution’ means the use of a child for sexual 
activities where money or any other form of remuneration 

or consideration is given or promised as payment in 
exchange for the child engaging in sexual activities, 
regardless of whether that payment, promise or 
consideration is made to the child or to a third party; 

(e) ‘pornographic performance’ means a live exhibition aimed 
at an audience, including by means of information and 
communication technology, of: 

(i) a child engaged in real or simulated sexually explicit 
conduct; or 

(ii) the sexual organs of a child for primarily sexual 
purposes; 

(f) ‘legal person’ means an entity having legal personality under 
the applicable law, except for States or public bodies in the 
exercise of State authority and for public international 
organisations. 

Article 3 

Offences concerning sexual abuse 

1. Member States shall take the necessary measures to ensure 
that the intentional conduct referred to in paragraphs 2 to 6 is 
punishable. 

2. Causing, for sexual purposes, a child who has not reached 
the age of sexual consent to witness sexual activities, even 
without having to participate, shall be punishable by a 
maximum term of imprisonment of at least 1 year. 

3. Causing, for sexual purposes, a child who has not reached 
the age of sexual consent to witness sexual abuse, even without 
having to participate, shall be punishable by a maximum term 
of imprisonment of at least 2 years. 

4. Engaging in sexual activities with a child who has not 
reached the age of sexual consent shall be punishable by a 
maximum term of imprisonment of at least 5 years. 

5. Engaging in sexual activities with a child, where: 

(i) abuse is made of a recognised position of trust, authority or 
influence over the child, shall be punishable by a maximum 
term of imprisonment of at least 8 years if the child has 
not reached the age of sexual consent, and of at least 
3 years of imprisonment, if the child is over that age; or 

(ii) abuse is made of a particularly vulnerable situation of the 
child, in particular because of a mental or physical disability 
or a situation of dependence, shall be punishable by a 
maximum term of imprisonment of at least 8 years if the 
child has not reached the age of sexual consent, and of at 
least 3 years of imprisonment if the child is over that age; 
or
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(iii) use is made of coercion, force or threats shall be punishable 
by a maximum term of imprisonment of at least 10 years if 
the child has not reached the age of sexual consent, and of 
at least 5 years of imprisonment if the child is over that 
age. 

6. Coercing, forcing or threatening a child into sexual 
activities with a third party shall be punishable by a 
maximum term of imprisonment of at least 10 years if the 
child has not reached the age of sexual consent, and of at 
least 5 years of imprisonment if the child is over that age. 

Article 4 

Offences concerning sexual exploitation 

1. Member States shall take the necessary measures to ensure 
that the intentional conduct referred to in paragraphs 2 to 7 is 
punishable. 

2. Causing or recruiting a child to participate in porno
graphic performances, or profiting from or otherwise exploiting 
a child for such purposes shall be punishable by a maximum 
term of imprisonment of at least 5 years if the child has not 
reached the age of sexual consent and of at least 2 years of 
imprisonment if the child is over that age. 

3. Coercing or forcing a child to participate in pornographic 
performances, or threatening a child for such purposes shall be 
punishable by a maximum term of imprisonment of at least 
8 years if the child has not reached the age of sexual consent, 
and of at least 5 years of imprisonment if the child is over that 
age. 

4. Knowingly attending pornographic performances 
involving the participation of a child shall be punishable by a 
maximum term of imprisonment of at least 2 years if the child 
has not reached the age of sexual consent, and of at least 1 year 
of imprisonment if the child is over that age. 

5. Causing or recruiting a child to participate in child pros
titution, or profiting from or otherwise exploiting a child for 
such purposes shall be punishable by a maximum term of 
imprisonment of at least 8 years if the child has not reached 
the age of sexual consent, and of at least 5 years of 
imprisonment if the child is over that age. 

6. Coercing or forcing a child into child prostitution, or 
threatening a child for such purposes shall be punishable by a 
maximum term of imprisonment of at least 10 years if the child 
has not reached the age of sexual consent, and of at least 
5 years of imprisonment if the child is over that age. 

7. Engaging in sexual activities with a child, where recourse 
is made to child prostitution shall be punishable by a maximum 
term of imprisonment of at least 5 years if the child has not 
reached the age of sexual consent, and of at least 2 years of 
imprisonment if the child is over that age. 

Article 5 

Offences concerning child pornography 

1. Member States shall take the necessary measures to ensure 
that the intentional conduct, when committed without right, 
referred to in paragraphs 2 to 6 is punishable. 

2. Acquisition or possession of child pornography shall be 
punishable by a maximum term of imprisonment of at least 
1 year. 

3. Knowingly obtaining access, by means of information and 
communication technology, to child pornography shall be 
punishable by a maximum term of imprisonment of at least 
1 year. 

4. Distribution, dissemination or transmission of child 
pornography shall be punishable by a maximum term of 
imprisonment of at least 2 years. 

5. Offering, supplying or making available child pornography 
shall be punishable by a maximum term of imprisonment of at 
least 2 years. 

6. Production of child pornography shall be punishable by a 
maximum term of imprisonment of at least 3 years. 

7. It shall be within the discretion of Member States to 
decide whether this Article applies to cases involving child 
pornography as referred to in Article 2(c)(iii), where the 
person appearing to be a child was in fact 18 years of age or 
older at the time of depiction. 

8. It shall be within the discretion of Member States to 
decide whether paragraphs 2 and 6 of this Article apply to 
cases where it is established that pornographic material as 
referred to in Article 2(c)(iv) is produced and possessed by 
the producer solely for his or her private use in so far as no 
pornographic material as referred to in Article 2(c)(i), (ii) or (iii) 
has been used for the purpose of its production and provided 
that the act involves no risk of dissemination of the material. 

Article 6 

Solicitation of children for sexual purposes 

1. Member States shall take the necessary measures to ensure 
that the following intentional conduct is punishable: 

the proposal, by means of information and communication 
technology, by an adult to meet a child who has not reached 
the age of sexual consent, for the purpose of committing any of 
the offences referred to in Article 3(4) and Article 5(6), where 
that proposal was followed by material acts leading to such a 
meeting, shall be punishable by a maximum term of 
imprisonment of at least 1 year. 

2. Member States shall take the necessary measures to ensure 
that an attempt, by means of information and communication 
technology, to commit the offences provided for in Article 5(2) 
and (3) by an adult soliciting a child who has not reached the 
age of sexual consent to provide child pornography depicting 
that child is punishable.

EN L 335/8 Official Journal of the European Union 17.12.2011



Article 7 

Incitement, aiding and abetting, and attempt 

1. Member States shall take the necessary measures to ensure 
that inciting or aiding and abetting to commit any of the 
offences referred to in Articles 3 to 6 is punishable. 

2. Member States shall take the necessary measures to ensure 
that an attempt to commit any of the offences referred to in 
Article 3(4), (5) and (6), Article 4(2), (3), (5), (6) and (7), and 
Article 5(4), (5) and (6) is punishable. 

Article 8 

Consensual sexual activities 

1. It shall be within the discretion of Member States to 
decide whether Article 3(2) and (4) apply to consensual 
sexual activities between peers, who are close in age and 
degree of psychological and physical development or maturity, 
in so far as the acts did not involve any abuse. 

2. It shall be within the discretion of Member States to 
decide whether Article 4(4) applies to a pornographic 
performance that takes place in the context of a consensual 
relationship where the child has reached the age of sexual 
consent or between peers who are close in age and degree of 
psychological and physical development or maturity, in so far as 
the acts did not involve any abuse or exploitation and no 
money or other form of remuneration or consideration is 
given as payment in exchange for the pornographic 
performance. 

3. It shall be within the discretion of Member States to 
decide whether Article 5(2) and (6) apply to the production, 
acquisition or possession of material involving children who 
have reached the age of sexual consent where that material is 
produced and possessed with the consent of those children and 
only for the private use of the persons involved, in so far as the 
acts did not involve any abuse. 

Article 9 

Aggravating circumstances 

In so far as the following circumstances do not already form 
part of the constituent elements of the offences referred to in 
Articles 3 to 7, Member States shall take the necessary measures 
to ensure that the following circumstances may, in accordance 
with the relevant provisions of national law, be regarded as 
aggravating circumstances, in relation to the relevant offences 
referred to in Articles 3 to 7: 

(a) the offence was committed against a child in a particularly 
vulnerable situation, such as a child with a mental or 
physical disability, in a situation of dependence or in a 
state of physical or mental incapacity; 

(b) the offence was committed by a member of the child’s 
family, a person cohabiting with the child or a person 
who has abused a recognised position of trust or authority; 

(c) the offence was committed by several persons acting 
together; 

(d) the offence was committed within the framework of a 
criminal organisation within the meaning of Council 
Framework Decision 2008/841/JHA of 24 October 2008 
on the fight against organised crime ( 1 ); 

(e) the offender has previously been convicted of offences of 
the same nature; 

(f) the offender has deliberately or recklessly endangered the 
life of the child; or 

(g) the offence involved serious violence or caused serious harm 
to the child. 

Article 10 

Disqualification arising from convictions 

1. In order to avoid the risk of repetition of offences, 
Member States shall take the necessary measures to ensure 
that a natural person who has been convicted of any of the 
offences referred to in Articles 3 to 7 may be temporarily or 
permanently prevented from exercising at least professional 
activities involving direct and regular contacts with children. 

2. Member States shall take the necessary measures to ensure 
that employers, when recruiting a person for professional or 
organised voluntary activities involving direct and regular 
contacts with children, are entitled to request information in 
accordance with national law by way of any appropriate 
means, such as access upon request or via the person 
concerned, of the existence of criminal convictions for any of 
the offences referred to in Articles 3 to 7 entered in the criminal 
record or of the existence of any disqualification from exercising 
activities involving direct and regular contacts with children 
arising from those criminal convictions. 

3. Member States shall take the necessary measures to ensure 
that, for the application of paragraphs 1 and 2 of this Article, 
information concerning the existence of criminal convictions for 
any of the offences referred to in Articles 3 to 7, or of any 
disqualification from exercising activities involving direct and 
regular contacts with children arising from those criminal 
convictions, is transmitted in accordance with the procedures 
set out in Council Framework Decision 2009/315/JHA of 
26 February 2009 on the organisation and content of the 
exchange of information extracted from the criminal record 
between Member States ( 2 ) when requested under Article 6 of 
that Framework Decision with the consent of the person 
concerned.
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Article 11 

Seizure and confiscation 

Member States shall take the necessary measures to ensure that 
their competent authorities are entitled to seize and confiscate 
instrumentalities and proceeds from the offences referred to in 
Articles 3, 4 and 5. 

Article 12 

Liability of legal persons 

1. Member States shall take the necessary measures to ensure 
that legal persons may be held liable for any of the offences 
referred to in Articles 3 to 7 committed for their benefit by any 
person, acting either individually or as part of an organ of the 
legal person, and having a leading position within the legal 
person, based on: 

(a) a power of representation of the legal person; 

(b) an authority to take decisions on behalf of the legal person; 
or 

(c) an authority to exercise control within the legal person. 

2. Member States shall also take the necessary measures to 
ensure that legal persons may be held liable where the lack of 
supervision or control by a person referred to in paragraph 1 
has made possible the commission, by a person under its 
authority, of any of the offences referred to in Articles 3 to 7 
for the benefit of that legal person. 

3. Liability of legal persons under paragraphs 1 and 2 shall 
be without prejudice to criminal proceedings against natural 
persons who are perpetrators, inciters or accessories to the 
offences referred to in Articles 3 to 7. 

Article 13 

Sanctions on legal persons 

1. Member States shall take the necessary measures to ensure 
that a legal person held liable pursuant to Article 12(1) is 
punishable by effective, proportionate and dissuasive sanctions, 
which shall include criminal or non-criminal fines and may 
include other sanctions, such as: 

(a) exclusion from entitlement to public benefits or aid; 

(b) temporary or permanent disqualification from the practice 
of commercial activities; 

(c) placing under judicial supervision; 

(d) judicial winding-up; or 

(e) temporary or permanent closure of establishments which 
have been used for committing the offence. 

2. Member States shall take the necessary measures to ensure 
that a legal person held liable pursuant to Article 12(2) is 
punishable by sanctions or measures which are effective, 
proportionate and dissuasive. 

Article 14 

Non-prosecution or non-application of penalties to the 
victim 

Member States shall, in accordance with the basic principles of 
their legal systems take the necessary measures to ensure that 
competent national authorities are entitled not to prosecute or 
impose penalties on child victims of sexual abuse and sexual 
exploitation for their involvement in criminal activities, which 
they have been compelled to commit as a direct consequence of 
being subjected to any of the acts referred to in Article 4(2), (3), 
(5) and (6), and in Article 5(6). 

Article 15 

Investigation and prosecution 

1. Member States shall take the necessary measures to ensure 
that investigations into or the prosecution of the offences 
referred to in Articles 3 to 7 are not dependent on a report 
or accusation being made by the victim or by his or her repre
sentative, and that criminal proceedings may continue even if 
that person has withdrawn his or her statements. 

2. Member States shall take the necessary measures to enable 
the prosecution of any of the offences referred to in Article 3, 
Article 4(2), (3), (5), (6) and (7) and of any serious offences 
referred to in Article 5(6) when child pornography as referred 
to in Article 2(c)(i) and (ii) has been used, for a sufficient period 
of time after the victim has reached the age of majority and 
which is commensurate with the gravity of the offence 
concerned. 

3. Member States shall take the necessary measures to ensure 
that effective investigative tools, such as those which are used in 
organised crime or other serious crime cases are available to 
persons, units or services responsible for investigating or pros
ecuting offences referred to in Articles 3 to 7. 

4. Member States shall take the necessary measures to enable 
investigative units or services to attempt to identify the victims 
of the offences referred to in Articles 3 to 7, in particular by 
analysing child pornography material, such as photographs and 
audiovisual recordings transmitted or made available by means 
of information and communication technology. 

Article 16 

Reporting suspicion of sexual abuse or sexual exploitation 

1. Member States shall take the necessary measures to ensure 
that the confidentiality rules imposed by national law on certain 
professionals whose main duty is to work with children do not 
constitute an obstacle to the possibility, for those professionals, 
of their reporting to the services responsible for child protection 
any situation where they have reasonable grounds for believing 
that a child is the victim of offences referred to in Articles 3 
to 7.
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2. Member States shall take the necessary measures to 
encourage any person who knows about or suspects, in good 
faith that any of the offences referred to in Articles 3 to 7 have 
been committed, to report this to the competent services. 

Article 17 

Jurisdiction and coordination of prosecution 

1. Member States shall take the necessary measures to 
establish their jurisdiction over the offences referred to in 
Articles 3 to 7 where: 

(a) the offence is committed in whole or in part within their 
territory; or 

(b) the offender is one of their nationals. 

2. A Member State shall inform the Commission where it 
decides to establish further jurisdiction over an offence referred 
to in Articles 3 to 7 committed outside its territory, inter alia, 
where: 

(a) the offence is committed against one of its nationals or a 
person who is an habitual resident in its territory; 

(b) the offence is committed for the benefit of a legal person 
established in its territory; or 

(c) the offender is an habitual resident in its territory. 

3. Member States shall ensure that their jurisdiction includes 
situations where an offence referred to in Articles 5 and 6, and 
in so far as is relevant, in Articles 3 and 7, is committed by 
means of information and communication technology accessed 
from their territory, whether or not it is based on their territory. 

4. For the prosecution of any of the offences referred to in 
Article 3(4), (5) and (6), Article 4(2), (3), (5), (6) and (7) and 
Article 5(6) committed outside the territory of the Member 
State concerned, as regards paragraph 1(b) of this Article, 
each Member State shall take the necessary measures to 
ensure that its jurisdiction is not subordinated to the 
condition that the acts are a criminal offence at the place 
where they were performed. 

5. For the prosecution of any of the offences referred to in 
Articles 3 to 7 committed outside the territory of the Member 
State concerned, as regards paragraph 1(b) of this Article, each 
Member State shall take the necessary measures to ensure that 
its jurisdiction is not subordinated to the condition that the 
prosecution can only be initiated following a report made by 

the victim in the place where the offence was committed, or a 
denunciation from the State of the place where the offence was 
committed. 

Article 18 

General provisions on assistance, support and protection 
measures for child victims 

1. Child victims of the offences referred to in Articles 3 to 7 
shall be provided assistance, support and protection in 
accordance with Articles 19 and 20, taking into account the 
best interests of the child. 

2. Member States shall take the necessary measures to ensure 
that a child is provided with assistance and support as soon as 
the competent authorities have a reasonable-grounds indication 
for believing that a child might have been subject to any of the 
offences referred to in Articles 3 to 7. 

3. Member States shall ensure that, where the age of a 
person subject to any of the offences referred to in Articles 3 
to 7 is uncertain and there are reasons to believe that the 
person is a child, that person is presumed to be a child in 
order to receive immediate access to assistance, support and 
protection in accordance with Articles 19 and 20. 

Article 19 

Assistance and support to victims 

1. Member States shall take the necessary measures to ensure 
that assistance and support are provided to victims before, 
during and for an appropriate period of time after the 
conclusion of criminal proceedings in order to enable them 
to exercise the rights set out in Framework Decision 
2001/220/JHA, and in this Directive. Member States shall, in 
particular, take the necessary steps to ensure protection for 
children who report cases of abuse within their family. 

2. Member States shall take the necessary measures to ensure 
that assistance and support for a child victim are not made 
conditional on the child victim’s willingness to cooperate in 
the criminal investigation, prosecution or trial. 

3. Member States shall take the necessary measures to ensure 
that the specific actions to assist and support child victims in 
enjoying their rights under this Directive, are undertaken 
following an individual assessment of the special circumstances 
of each particular child victim, taking due account of the child’s 
views, needs and concerns. 

4. Child victims of any of the offences referred to in Articles 
3 to 7 shall be considered as particularly vulnerable victims 
pursuant to Article 2(2), Article 8(4) and Article 14(1) of 
Framework Decision 2001/220/JHA.
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5. Member States shall take measures, where appropriate and 
possible, to provide assistance and support to the family of the 
child victim in enjoying the rights under this Directive when the 
family is in the territory of the Member States. In particular, 
Member States shall, where appropriate and possible, apply 
Article 4 of Framework Decision 2001/220/JHA to the family 
of the child victim. 

Article 20 

Protection of child victims in criminal investigations and 
proceedings 

1. Member States shall take the necessary measures to ensure 
that in criminal investigations and proceedings, in accordance 
with the role of victims in the relevant justice system, 
competent authorities appoint a special representative for the 
child victim where, under national law, the holders of parental 
responsibility are precluded from representing the child as a 
result of a conflict of interest between them and the child 
victim, or where the child is unaccompanied or separated 
from the family. 

2. Member States shall ensure that child victims have, 
without delay, access to legal counselling and, in accordance 
with the role of victims in the relevant justice system, to legal 
representation, including for the purpose of claiming compen
sation. Legal counselling and legal representation shall be free of 
charge where the victim does not have sufficient financial 
resources. 

3. Without prejudice to the rights of the defence, Member 
States shall take the necessary measures to ensure that in 
criminal investigations relating to any of the offences referred 
to in Articles 3 to 7: 

(a) interviews with the child victim take place without unjus
tified delay after the facts have been reported to the 
competent authorities; 

(b) interviews with the child victim take place, where necessary, 
in premises designed or adapted for this purpose; 

(c) interviews with the child victim are carried out by or 
through professionals trained for this purpose; 

(d) the same persons, if possible and where appropriate, 
conduct all interviews with the child victim; 

(e) the number of interviews is as limited as possible and 
interviews are carried out only where strictly necessary for 
the purpose of criminal investigations and proceedings; 

(f) the child victim may be accompanied by his or her legal 
representative or, where appropriate, by an adult of his or 
her choice, unless a reasoned decision has been made to the 
contrary in respect of that person. 

4. Member States shall take the necessary measures to ensure 
that in criminal investigations of any of the offences referred to 
in Articles 3 to 7 all interviews with the child victim or, where 
appropriate, with a child witness, may be audio-visually 

recorded and that such audio-visually recorded interviews may 
be used as evidence in criminal court proceedings, in 
accordance with the rules under their national law. 

5. Member States shall take the necessary measures to ensure 
that in criminal court proceedings relating to any of the 
offences referred to in Articles 3 to 7, that it may be ordered 
that: 

(a) the hearing take place without the presence of the public; 

(b) the child victim be heard in the courtroom without being 
present, in particular through the use of appropriate 
communication technologies. 

6. Member States shall take the necessary measures, where in 
the interest of child victims and taking into account other over
riding interests, to protect the privacy, identity and image of 
child victims, and to prevent the public dissemination of any 
information that could lead to their identification. 

Article 21 

Measures against advertising abuse opportunities and child 
sex tourism 

Member States shall take appropriate measures to prevent or 
prohibit: 

(a) the dissemination of material advertising the opportunity to 
commit any of the offences referred to in Articles 3 to 6; 
and 

(b) the organisation for others, whether or not for commercial 
purposes, of travel arrangements with the purpose of 
committing any of the offences referred to in Articles 3 
to 5. 

Article 22 

Preventive intervention programmes or measures 

Member States shall take the necessary measures to ensure that 
persons who fear that they might commit any of the offences 
referred to in Articles 3 to 7 may have access, where appro
priate, to effective intervention programmes or measures 
designed to evaluate and prevent the risk of such offences 
being committed. 

Article 23 

Prevention 

1. Member States shall take appropriate measures, such as 
education and training, to discourage and reduce the demand 
that fosters all forms of sexual exploitation of children. 

2. Member States shall take appropriate action, including 
through the Internet, such as information and awareness- 
raising campaigns, research and education programmes, where 
appropriate in cooperation with relevant civil society organi
sations and other stakeholders, aimed at raising awareness and 
reducing the risk of children, becoming victims of sexual abuse 
or exploitation.
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3. Member States shall promote regular training for officials 
likely to come into contact with child victims of sexual abuse or 
exploitation, including front-line police officers, aimed at 
enabling them to identify and deal with child victims and 
potential child victims of sexual abuse or exploitation. 

Article 24 

Intervention programmes or measures on a voluntary basis 
in the course of or after criminal proceedings 

1. Without prejudice to intervention programmes or 
measures imposed by the competent judicial authorities under 
national law, Member States shall take the necessary measures 
to ensure that effective intervention programmes or measures 
are made available to prevent and minimise the risks of 
repeated offences of a sexual nature against children. Such 
programmes or measures shall be accessible at any time 
during the criminal proceedings, inside and outside prison, in 
accordance with national law. 

2. The intervention programmes or measures, referred to in 
paragraph 1 shall meet the specific developmental needs of 
children who sexually offend. 

3. Member States shall take the necessary measures to ensure 
that the following persons may have access to the intervention 
programmes or measures referred to in paragraph 1: 

(a) persons subject to criminal proceedings for any of the 
offences referred to in Articles 3 to 7, under conditions 
which are neither detrimental nor contrary to the rights 
of the defence or to the requirements of a fair and 
impartial trial, and, in particular, in compliance with the 
principle of the presumption of innocence; and 

(b) persons convicted of any of the offences referred to in 
Articles 3 to 7. 

4. Member States shall take the necessary measures to ensure 
that the persons referred to in paragraph 3 are subject to an 
assessment of the danger that they present and the possible 
risks of repetition of any of the offences referred to in 
Articles 3 to 7, with the aim of identifying appropriate inter
vention programmes or measures. 

5. Member States shall take the necessary measures to ensure 
that the persons referred to in paragraph 3 to whom inter
vention programmes or measures in accordance with 
paragraph 4 have been proposed: 

(a) are fully informed of the reasons for the proposal; 

(b) consent to their participation in the programmes or 
measures with full knowledge of the facts; 

(c) may refuse and, in the case of convicted persons, are made 
aware of the possible consequences of such a refusal. 

Article 25 

Measures against websites containing or disseminating 
child pornography 

1. Member States shall take the necessary measures to ensure 
the prompt removal of web pages containing or disseminating 
child pornography hosted in their territory and to endeavour to 
obtain the removal of such pages hosted outside of their 
territory. 

2. Member States may take measures to block access to web 
pages containing or disseminating child pornography towards 
the Internet users within their territory. These measures must be 
set by transparent procedures and provide adequate safeguards, 
in particular to ensure that the restriction is limited to what is 
necessary and proportionate, and that users are informed of the 
reason for the restriction. Those safeguards shall also include the 
possibility of judicial redress. 

Article 26 

Replacement of Framework Decision 2004/68/JHA 

Framework Decision 2004/68/JHA is hereby replaced in relation 
to Member States participating in the adoption of this Directive 
without prejudice to the obligations of those Member States 
relating to the time limits for transposition of the Framework 
Decision into national law. 

In relation to Member States participating in the adoption of 
this Directive, references to Framework Decision 2004/68/JHA 
shall be construed as references to this Directive. 

Article 27 

Transposition 

1. Member States shall bring into force the laws, regulations 
and administrative provisions necessary to comply with this 
Directive by 18 December 2013. 

2. Member States shall transmit to the Commission the text 
of the provisions transposing into their national law the obli
gations imposed on them under this Directive. 

3. When Member States adopt those measures, they shall 
contain a reference to this Directive or be accompanied by 
such a reference on the occasion of their official publication. 
The methods of making such reference shall be laid down by 
the Member States. 

Article 28 

Reporting 

1. The Commission shall, by 18 December 2015, submit a 
report to the European Parliament and the Council assessing the 
extent to which the Member States have taken the necessary 
measures in order to comply with this Directive, accompanied, 
if necessary, by a legislative proposal.
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2. The Commission shall, by 18 December 2015, submit a report to the European Parliament and the 
Council assessing the implementation of the measures referred to in Article 25. 

Article 29 

Entry into force 

This Directive shall enter into force on the day of its publication in the Official Journal of the European Union. 

Article 30 

Addressees 

This Directive is addressed to the Member States in accordance with the Treaties. 

Done at Strasbourg, 13 December 2011. 

For the European Parliament 
The President 

J. BUZEK 

For the Council 
The President 
M. SZPUNAR
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1. INTRODUCTION 

Sexual abuse and sexual exploitation of children are particularly serious crimes. They 

cause long-term physical, psychological and social harm to vulnerable victims who have 

rights to as well as needs for special protection and care. In addition, child sexual abuse 

material, referred to in legislation as 'child pornography', represents multiple crimes 

against each victim. First, the sexual abuse which was photographed or recorded. 

Thereafter, every time the images and videos are posted, circulated or viewed, a gross 

violation of the child's privacy is committed. Trauma is added when the child knows that 

the images and videos are being circulated and friends or relatives may see them. 

To fight these crimes effectively an integrated and holistic approach is needed, 

encompassing investigation and prosecution of crimes, assistance to and protection 

of victims, and prevention. 

1.1. Objectives and scope of the Directive 

The Directive follows the holistic approach required to fight these crimes effectively, 

incorporating in a comprehensive legal instrument provisions covering investigation and 

prosecution of offences (Articles 2 to 9 and 11 to 17), assistance to and protection of 

victims (Articles 18 to 20), and prevention (Articles 10 and 21 to 25).   

To effectively investigate and prosecute offences, the Directive notably includes: 

 Criminalisation of a wide range of situations of child sexual abuse and exploitation, 

online and offline (20 different offences, Articles 2 to 7). These include new 

phenomena such as online grooming (Article 6) and webcam sexual abuse and online 

viewing of child abuse images without downloading them (Article 5, in particular 

paragraph 3). 

 Increased levels of penalties. The maximum penalties set by national legislation must 

not be lower than certain levels (ranging from 1 to 10 years in prison), depending on 

the seriousness of the offence (Articles 3 to 6). A number of aggravating 

circumstances must also be taken into account (Article 9). 

 Extension of the statute of limitations after the victim has reached age of majority 

(Article 15(2)). 

 Obligation to provide law enforcement and prosecution services with effective tools 

to investigate child sexual abuse, child sexual exploitation and child pornography 

offences, such as those used to investigate organised and serious crime (Article 

15(3)). Law enforcement must also be put in a position to identify the victims of 

these offences (Article 15(4)). 

 Removal of obstacles (created by confidentiality rules) to reporting by professionals 

whose main duty involves working with children (Article 16). 

 Jurisdiction for cases perpetrated by offenders who are nationals of the investigating 

country, so that they can also be prosecuted in their country for crimes they commit 

in other Member States or third countries (Articles 17(1) to (3)). 

 Removal of conditions of dual criminality and reporting in the place where the 

offence was committed when prosecuting crimes committed in other Member States 

or third countries (Articles 17(4) and 17(5)). 
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With regard to assistance to and protection of child victims, the Directive notably 

includes provisions requiring: 

 Extensive assistance, support and protection measures, in particular to prevent child 

victims from suffering additional trauma through their involvement in criminal 

investigations and proceedings, inter alia by setting specific standards for interviews 

with child victims (Articles 18 to 20). 

 Assistance and support as soon as there are reasonable grounds to suspect an offence 

(Article 18(2)). 

 Special protection for children reporting abuse within the family (Article 19(1)). 

 Assistance and support not conditional on cooperation with criminal proceedings 

(Article 19(2)). 

 Protection of the victim's privacy, identity and image (Article 20(6)). 

Finally, to prevent these crimes, the Directive notably includes: 

 Mechanisms to enable excluding convicted offenders from professional activities 

involving direct and regular contact with children (Article 10(1)). 

 The right of employers to request information about convictions and disqualifications 

for professional or organised voluntary activities involving direct and regular contact 

with children (Article 10(2)). 

 Facilitation of the exchange of information between national criminal registers 

(through the ECRIS
1
 system), to ensure that background checks by employers are 

complete and include information on offences committed by offenders anywhere in 

the EU (Article 10(3)). 

 A requirement that Member States make intervention programmes or measures such 

as treatment available to convicted offenders and others who fear they could offend 

(Articles 22 and 24). 

 An obligation on Member States to carry out prevention activities such as education, 

awareness raising and training of officials (Article 23). 

 Mandatory assessment for all convicted offenders of the danger they represent and 

risk of recidivism (Article 24(4)). 

 An obligation on Member States to ensure prompt removal of webpages containing 

or disseminating child pornography in their territory and to work to obtain removal if 

hosted outside their territory (Article 25(1)). 

 An option for Member States to block access by users in their territory to webpages 

containing or disseminating child pornography through different means, including 

public action and self-regulation by the industry (Article 25(2)). 

 

                                                 
1
 European Criminal Records Information System, regulated by Council Framework Decision 

2009/315/JHA of 26 February 2009 on the organisation and content of the exchange of information 

extracted from the criminal record between Member States, and Council Decision 2009/316/JHA of 6 April 

2009 on the establishment of the European Criminal Records Information System (ECRIS) in application 

of Article 11 of Framework Decision 2009/315/JHA. More information on ECRIS is available at 

http://ec.europa.eu/justice/criminal/european-e-justice/ecris/index_en.htm. 
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1.2. Purpose and methodology of the report  

Article 27 of the Directive requires Member States
2
 to bring into force the laws, 

regulations and administrative provisions necessary to comply with the Directive and 

communicate them to the Commission by 18 December 2013. 

This report responds to the requirement under Article 28(1) of the Directive for the 

Commission to report to the European Parliament and the Council assessing the extent to 

which the Member States have taken the necessary measures in order to comply with the 

Directive.
3
 The report aims to provide a concise yet informative overview of the main 

transposition measures taken by Member States.  

Member States have faced significant challenges inherent in transposing and 

implementing such a comprehensive and ambitious Directive, which:  

 requires the adoption of legislation in many different areas, including substantive 

criminal law (e.g. definitions of offences and the level of penalties, the statute of 

limitations and the liability of legal persons) and procedural criminal law (e.g. 

extraterritorial jurisdiction, the participation of children in criminal proceedings, and 

legal representation); 

 entails extensive administrative measures to complement the legislation (e.g. on 

access to information and the exchange of criminal records between Member States, 

training of the police and judiciary, and rules on child protection, law enforcement 

and prisons); and 

 involves multiple actors, not only within the authorities of a Member State (i.e. at 

different levels of government, such as national and regional), but also in cooperation 

with non-governmental organisations (e.g. to disrupt the distribution of child sexual 

abuse material through hotlines and awareness raising campaigns), internet service 

providers (e.g. to disrupt the distribution of child sexual abuse material), clinical 

psychologists (e.g. in intervention programmes for offenders), and others. 

Member State transposition involves collecting information on the relevant legislation 

and administrative measures, analysing it, drafting new legislation or amending existing 

acts, seeing it through to adoption, and finally reporting to the Commission. 

On the basis of national transposition measures officially communicated to the 

Commission, the Directive has been transposed by means of more than 330 acts in force 

prior to the Directive and by around 300 new acts introduced since 2012 across all 

Member States.  

Member States sent around 700 notifications to the Commission. 70% of these were 

received after the transposition deadline of 18 December 2013. The content covered 

legislation (new and amending acts), administrative provisions and working 

arrangements. Often, they included entire criminal codes and amending acts. 

                                                 
2
 From this point onwards, ‘Member States’ or ‘all Member States’ refer to the Member States bound by 

the Directive (i.e. all EU Member States except Denmark). In accordance with Articles 1 and 2 of Protocol 

22 on the Position of Denmark, Denmark did not take part in the adoption of the Directive, nor does the 

Directive apply to it. However Council Framework Decision 2004/68/JHA continues to be applicable to 

and binding upon Denmark. In accordance with Article 3 of Protocol 21 on the position of the United 

Kingdom and Ireland, both took part in the adoption of the Directive and are bound by it. 
3 

In accordance with Article 28(2) of the Directive, the implementation of Article 25 on measures against 

websites containing or disseminating child pornography is assessed in a separate report (COM(2016) 872) 

published jointly with this one.  
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By the transposition deadline, only 12 Member States had notified the Commission that 

they had completed transposition of the Directive. The Commission therefore opened 

infringement proceedings for non-communication of national transposition measures 

against the others: BE, BG, IE, EL, ES, IT, CY, LT, HU, MT, NL, PT, RO, SI and the 

UK.
4
 All these infringement proceedings had been closed by 8 December 2016. The late 

adoption and notification of national transposition measures delayed the Commission's 

analysis and publication of the transposition reports. 

The description and analysis in this report are based on the information that Member 

States provided by 1 November 2016. Notifications received after that date have not been 

taken into account. Beyond the issues identified in this report, there may be both further 

challenges in transposition and other provisions not reported to the Commission or 

further legislative and non-legislative developments. Therefore, this report does not 

prevent the Commission from further evaluating some provisions, to continue supporting 

Member States in the transposition and implementation of the Directive. 

                                                 
4 Member States in this document are abbreviated according to these rules: 

http://publications.europa.eu/code/en/en-370100.htm 
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2. TRANSPOSITION MEASURES 

2.1. Investigation and prosecution of offences (Articles 2 to 9 and 11 to 17) 

2.1.1. Definitions (Article 2) 

Article 2 lays down definitions for terms used throughout the Directive: child, age of 

sexual consent, child pornography, child prostitution, pornographic performance and 

legal person.  

 All Member States except HU define a child as any person below age 18.  

 The age of sexual consent varies across Member States: 14 years (AT, BG, DE, EE, 

HU and PT), 15 years (CZ, FR, HR, PL, SE, SI and SK), 16 years (BE, ES, LT, 

LU, LV, NL and UK), 17 years (CY and IE) and 18 years (MT). FI, IT and RO 

have different ages of sexual consent depending on the nature of the offence. In EL, 

the age of consent is different for consensual male homosexual activities (17 years), 

and consensual heterosexual activities and female homosexual activities (15 years). 

 BE, CY, EE, EL, ES, HR, IE, IT, LV, PT, RO, SE, SK and UK (Gibraltar) use 

the term 'child pornography' in their legislation. All other Member States use 

different terms, such as pornographic depictions (AT), pornographic material (BG), 

pornographic work (CZ), pornographic picture or depiction (FR), and others.  

 With regard to child prostitution, CY and SK have included an explicit definition in 

their transposing legislation which includes all elements of Article 2(d). On the other 

hand, in AT, BG, CZ, DE, EL, LT, LU, SE, SI and UK the transposition follows 

from case law and other sources in conjunction with the child prostitution offences 

(Articles 4(5) to 4(7)), whereas in the case of BE, EE, ES, FI, FR, HR, IT, MT, NL, 

PL, PT and RO it follows solely from the child prostitution offences.  

 An explicit definition of pornographic performance is included in the legislation of 

AT, BG, CY, EL, HU, IE, RO, SK and UK (Gibraltar). Other Member States 

transpose Article 2 in conjunction with the offences in Articles 4(2) to 4(4) and a 

direct reference to information and communication technology, or case law. 

 None of the Member States include states or public bodies in the exercise of state 

authority and public international organisations within the concept of a ‘legal person’.  

 

2.1.2. Offences concerning sexual abuse (Article 3) 

Article 3 defines the intentional conduct which constitutes an offence concerning sexual 

abuse.  

 Most Member States have adopted provisions that punish causing, for sexual 

purposes, a child who has not reached the age of sexual consent to witness sexual 

activities (Article 3(2)) or sexual abuse (Article 3(3)), with the penalty levels required 

in the Directive. 

 CY, CZ, DE, EE, FR, IE, IT, LT, LV, MT, PL, SI and SK include offences which 

penalise engaging in any sexual act with a child under the age of sexual consent in a 

similar manner as Article 3(4). AT, BE, BG, ES, HR, LU RO, PT and SE 

differentiate between sexual acts involving penetration and those involving no 

penetration.  
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 With regard to engaging in sexual activities with a child in which abuse is made of a 

recognised position of trust, authority or influence (Article 3(5)(i)) or of a particularly 

vulnerable situation of the child (Article 3(5)(ii)), a majority of Member States have 

adopted legislation that does not seem to cover all these situations, or have adopted 

penalty levels that are too low.  

On the other hand, most Member States have adopted legislation that penalises 

engaging in sexual activities with a child where use is made of coercion, force or 

threats, with the level of penalties required by the Directive (Article 3(5)(iii)). 

Whereas CY, DE, LU and MT mention 'coercion, force and threat', other Member 

States refer to ‘violence and threat’ (CZ, EL, FI, FR, LT, LU, LV, NL, PT, SE and 

SK), ‘force and threat’ (BE, BG, DE, HR, HU, IT, PL and SI), ‘violence and 

intimidation’ (ES), ‘against a child’s will’ (EE), ‘coercion by use of force’ (AT) and 

other terminology.  

 In relation to coercing, forcing or threatening a child into sexual activities with a third 

party (Article 3(6)), CY, DE, FR, LU, MT, NL and PT explicitly refer in their 

legislation to the commission of the offence with a third person, while AT, BG, CZ, 

ES, HU, IE, IT, LT, RO, SE and SI cover this implicitly or through the provision on 

rape, sexual assault or sexual abuse through coercion, force or threat.  

    

2.1.3. Offences concerning sexual exploitation (Article 4) 

Article 4 defines the intentional conduct which constitutes an offence concerning sexual 

exploitation. 

 With regard to causing or recruiting a child to participate in pornographic 

performances (Article 4(2)), AT, BG, CY, DE, EL, ES, IT, LT, MT, NL, RO, SK 

and UK (Gibraltar) have enacted legislation that transposes this provision of the 

Directive. The information from the other Member States was not conclusive.  

 Under Article 4(3), Member States must sanction the coercing or forcing a child to 

participate in pornographic performances, or threatening a child for such purposes. 

AT, BG, CY, DE, EL, ES, IE, IT, LT, MT, NL, SI, SK and UK (Gibraltar) have 

in place legislation that transposes this provision of the Directive. Member States use 

different wording in order to illustrate 'coercion, force and threat'. For example, BG, 

DE, HR, HU, IT, PL and SI refer to 'force and threat', BG to 'force, threat of serious 

harm', EL to 'coercion or violence or threat' and ES to 'use of violence or 

intimidation'.  

 Article 4(4) punishes knowingly attending pornographic performances involving the 

participation of a child. AT, BG, CY, DE, ES, FI, IE, IT, LT, MT, RO, SI, SK and 

UK (Gibraltar) have in place legislation that transposes this provision of the 

Directive. The information from the other Member States was not conclusive. 

 Under Article 4(5), Member States shall punish causing or recruiting a child to 

participate in child prostitution, or profiting from or otherwise exploiting a child for 

such purposes. BE, BG, CY, CZ, DE, EL, ES, FR, HR, IT, LT, LU, MT, NL, PT, 

RO, SE, SI, SK and UK have in place legislation that transposes this provision of the 

Directive. The information from the other Member States was not conclusive. 

 Article 4(6) punishes coercing or forcing a child into child prostitution, or threatening 

a child for such purposes. AT, BG, CY, CZ, DE, EE, EL, ES, FR, HR, IT, LT, LU, 

MT, NL, PT, RO, SI, SK and UK (Scotland) have in place legislation that 
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transposes this provision of the Directive. The information from the other Member 

States was not conclusive. 

 Article 4(7) penalises engaging in sexual activities with a child where recourse is 

made to child prostitution. Most Member States have in place legislation that 

transposes this provision. For HU, IE, LV, PL, PT, RO and SE the information was 

not conclusive. 

2.1.4. Offences concerning child pornography (Article 5) 

Article 5 defines the intentional conduct which constitutes an offence concerning child 

pornography. 

 Article 5(2) punishes the acquisition or possession of child pornography. The 

information provided by most Member States was not conclusive, except in AT, BG, 

CY, ES, FI, FR, LT, MT, RO and SI.  

 Article 5(3) punishes knowingly obtaining access to child pornography by means of 

information and communication technology. Most Member States transposed the 

requirement of ‘knowingly obtaining access’, despite some using different 

terminology. For example, DE uses the term ‘undertaking to retrieve’ and HU refers 

to ‘obtaining and keeping’. 

 Article 5(4) punishes the distribution, dissemination or transmission of child 

pornography. Most Member States employ different terminology when referring to 

‘distribution’, ‘dissemination’ or ‘transmission’ of child pornography. For example, 

the term ‘transmission’ has been interpreted as the equivalent of ‘mediation’ (CZ), 

‘broadcasting’ (BG and DE), ‘spreading’ (IT) or ‘granting access’ (LT).    

 Article 5(5) penalises offering, supplying or making available child pornography. The 

majority of Member States use different terms to ‘offering’, ‘supplying’ and ‘making 

available’. For example, CZ uses the terms ‘import’, ‘selling’ or ‘provision in another 

manner’, instead of the term ‘supplying’, whereas SE uses a general term of ‘making 

[child pornography] available’. 

 Article 5(6) penalises the production of child pornography. All Member States use 

the same term of ‘production’ in their transposition, except FR (‘setting and 

recording’) and UK (‘taking’, ‘making’ and ‘permitting to take’). 

 Articles 5(7) and 5(8) are optional provisions concerning the applicability of Article 5 

to specific situations. All Member States except AT, DE, ES, SE and UK (Article 

5(7)) and AT and DE (Article 5(8)) decided not to apply them.  

2.1.5. Solicitation of children for sexual purposes (Article 6) 

Article 6 defines the intentional conduct which constitutes an offence concerning 

solicitation of children for sexual purposes.  

Most Member States have in place legislation that transposes this Article. The 

information was not conclusive in CY, HR, HU, IE, LU, LV, PL, RO and UK (Article 

6(1)) nor in BE, CY, LV and PL (Article 6(2)).  

 

2.1.6. Incitement, aiding and abetting, and attempt (Article 7) 

Article 7 requires Member States to punish the incitement, aiding and abetting and 

attempt to commit the offences contained in Articles 3 to 6.  
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 All Member States have taken measures transposing Article 7(1). 

 Article 7(2) has mostly been transposed through general provisions on attempt, 

except in CY, DE, FI, FR, HR, IE, LU, PT, RO and SE, which have introduced 

specific provisions punishing the attempt of the sexual offences listed in Article 7(2). 

2.1.7. Consensual sexual activities (Article 8)  

Article 8 sets out three optional provisions concerning consensual sexual activities. CY 

and UK (England/Wales) chose to apply all three, whereas BE, BG, CZ, EE, IE, LU, 

LV, MT, NL, PL, SK chose to not apply any of them.  

 AT, CY, FI, EL, ES, HR, HU, IT, LT, LV, PT, RO, SE, SI and UK 

(England/Wales and Northern Ireland) chose to apply Article 8(1).  

 CY, HR, SE and UK (England/Wales and Scotland) chose to apply Article 8(2). 

 AT, CY, DE, FI, HR and UK chose to apply Article 8(3). DE, FI and UK apply the 

option to both the possession and the production of child pornography, while FR only 

applies it to the production of child pornography. 

2.1.8. Aggravating circumstances (Article 9) 

Article 9 defines the situations that may be regarded as aggravating circumstances in 

relation to the offences referred to in Articles 3 to 7. 

In most Member States, the situations of application of aggravating circumstances are 

described in the law. That was not the case for some provisions of this Article in IE and 

the UK (England/Wales, Northern Ireland, and Scotland) where the courts have more 

discretion in taking into account aggravating circumstances when sentencing.   

 Article 9(a) refers to offences committed against a child in a particularly vulnerable 

situation, a situation of dependence or in a state of mental or physical incapacity. 

Most Member States have in place legislation that transposes this provision. For BE, 

DE, ES, IE, LU, PL, SI and UK (England/Wales, Scotland and Gibraltar) the 

information was not conclusive. 

 Article 9(b) refers to offences committed by a member of the child’s family, a person 

cohabiting with the child or a person who has abused a recognised position of trust or 

authority. Most Member States have in place legislation that transposes this 

provision. For AT, BE, BG, DE, ES, IE, LT, LU, PL, RO, SI and UK 

(England/Wales, Scotland and Gibraltar) the information was not conclusive. 

 Under Article 9(c), if the offence was committed by several persons acting together, 

this should be seen as an aggravating circumstance. Whereas CY, HR and IT 

explicitly refer to ‘several persons’ acting together, other Member States use different 

terminology. For example, BE mentions ‘one or more persons’, BG, EL, MT, NL 

and PT, ‘two or more persons’, DE and SE ‘more than one person’.  

 Pursuant to Article 9(d), an offence should be penalised more severely if it was 

committed within the framework of a criminal organisation. Most Member States 

have in place legislation that transposes this provision, including the transposition of 

the definition ‘criminal organisation’, with MT making a direct reference to Council 

Framework Decision 2008/841/JHA of 24 October 2008 on the fight against 

organised crime.  
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 Under Article 9(e), if the offender has previously been convicted of offences of the 

same nature, this should constitute an aggravating circumstance. AT, BE, CZ, HR, 

IT, LV, PT and SK foresee a general aggravating circumstance, irrespective of 

whether the subsequent offence is of a similar nature or not. On the other hand, the 

commission of an offence of the same nature is required in BG, CY, EE, ES, FI, 

HU, MT, and PL. Separate consideration for both options (similar offences and 

unrelated offences) is foreseen in FR and LT. 

 Article 9(f) foresees an aggravating circumstance when the offender has deliberately 

or recklessly endangered the life of the child. Most Member States have in place 

legislation that transposes this provision. For BE, CZ, ES, FI, FR, IE, IT, LV, SK 

and UK the information was not conclusive. 

 Under Article 9(g), a more severe penalty should be considered if the offence 

involved serious violence or caused serious harm to the child. Most Member States 

have in place legislation that transposes this provision. For BG, ES, FI, IE, LT and 

UK (Scotland) the information was not conclusive. 

2.1.9. Seizure and confiscation (Article 11) 

Under Article 11, Member States must ensure that their competent authorities are entitled 

to seize and confiscate instrumentalities and proceeds from the offences referred to in 

Articles 3, 4 and 5. 

Whereas some Member States (BG, CY, DE, HR, FR, IT, LU and SI) have introduced 

specific provisions dealing with seizure and confiscation in case of the offences referred 

to in Articles 3, 4 and 5, the rest of Member States rely on general rules on seizure and 

confiscation under criminal law, which apply to all criminal offences.  

The national laws of all Member States address both the instrumentalities used and the 

proceeds made from the crime.  

2.1.10. Liability of legal persons (Article 12) 

Article 12 requires Member States to ensure that legal persons may be held liable for any 

of the offences referred to in Articles 3 to 7.  

 With regard to Articles 12(1)(a) to (c), CY, LT and PL use the same or almost the 

same wording as the Directive, whereas the other Member States use different terms. 

For example, when transposing Article 12(1)(b), Member States refer to ‘managers’, 

‘directors’ or ‘board of directors’, instead of ‘an authority to take decisions on behalf 

of the legal person’. 

 The liability required in Article 12(2) has been introduced by almost all Member 

States. For BG, CZ, IE, LU, NL and PT the information was not conclusive. 

 With regard to Article 12(3), all Member States provide for the possibility of 

pursuing criminal proceedings against natural persons, who are perpetrators, inciters 

or accessories, simultaneously to the enforcement of the liability of legal persons. 

However, the information provided by IE and PT was not conclusive on the offences 

covered.   
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2.1.11. Sanctions on legal persons (Article 13) 

Under Article 13, Member States shall introduce sanctions for the legal persons held 

liable pursuant to Article 12(1) or (2) and can choose to impose the sanctions foreseen in 

Articles 13(1)(a) to (e).   

 With regard to Article 13(1), all Member States have introduced administrative or 

criminal penalties that are applicable to legal persons. Some Member States (BE, CZ, 

FR, PL, RO and SK) have also chosen to introduce the additional sanction of 

publishing or displaying the decision/judgement in which the legal person was found 

guilty of the crime. Most Member States, with the exception of BG, DE, EE, FI, IE 

and UK (England/Wales, Northern Ireland and Gibraltar) have chosen to 

transpose at least one of the options set out in Articles 13(1)(a) to (e).  

 Most Member States’ legislation does not contain provisions to specifically transpose 

Article 13(2), but imposes the same sanctions on legal persons held liable under 

Article 12(2) as on those held liable under Article 12(1). Only EL introduced a 

specific transposing measure and thus did not apply the same sanctions in both cases.  

2.1.12. Non-prosecution or non-application of penalties to the victim (Article 14) 

Article 14 requires Member States to take the measures needed to ensure that competent 

national authorities are entitled not to prosecute or impose penalties on child victims of 

sexual abuse and sexual exploitation for their involvement in criminal activities, which 

they have been compelled to commit as a direct consequence of being subjected to such 

crimes.  

Most Member States have in place legislation that transposes this provision. For ES, LU, 

MT, PL and SK the information was not conclusive. 

2.1.13. Investigation and prosecution (Article 15) 

Article 15 lays down measures for the investigation and prosecution of the offences 

referred to in Articles 3 to 7. 

 Under Article 15(1), Member States shall take the necessary measures to ensure that 

investigations into or the prosecution of the offences referred to in Articles 3 to 7 are 

not dependent on a report or accusation being made by the victim or by his or her 

representative, and that criminal proceedings may continue even if that person has 

withdrawn his or her statements. Whereas the national laws of CY, NL, PL and PT 

explicitly follow the principle of Article 15(1), AT, BE, BG, CZ, DE, EE, EL, ES, 

FI, FR, HR, HU, IT, LT, LU, LV, MT, RO, SE, SI and SK transposed this 

provision by means of general rules of criminal law regulating the opening of 

investigations or prosecutions. In the UK (England/Wales, Northern Ireland and 

Scotland), prosecutors may initiate or continue criminal proceedings if they find that 

there is sufficient evidence to provide a realistic prospect of conviction and that 

prosecution is in the public interest. IE applies the same principle of public interest.  

 Article 15(2) requires that Member States make it possible to prosecute offences for a 

sufficient period of time after the victim has reached the age of majority. AT, BE, 

CY, EE, EL, ES, HR, HU, IE, LV, MT, PL, RO, SE, SI and UK have in place 

legislation that transposes this provision. In BG, CZ, DE, FI, IT, LT, NL and SK, 

the statute of limitations for some offences runs from the date the offence was 

committed. This means that child victims, in particular those abused at a very young 
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age, may not have enough time after they have reached the age of majority to obtain 

prosecution.     

 Under Article 15(3), Member States shall ensure that effective investigative tools are 

available for investigating and prosecuting offences. Whereas CY and EL explicitly 

reflect Article 15(3) in their legislation, most of the other Member States transpose it 

through a multiplicity of provisions from criminal procedural codes.  

 Article 15(4) requires Member States to take the necessary measures to enable 

investigative units or services to attempt to identify victims, in particular by 

analysing child pornography material. Most Member States have in place measures 

that transpose this provision. For BG, CZ, EE, FR, HU, IE, LT, PT, SK and UK 

(Gibraltar) the information provided was not conclusive. 

2.1.14. Reporting suspicion of sexual abuse or sexual exploitation (Article 16) 

Article 16 aims at guaranteeing that professionals whose main duty is to work with 

children can report offences (Article 16(1)) and that any person who knows about or 

suspects these offences are being committed is encouraged to report them (Article 16(2)).  

 With regard to Article 16(1), legislation in HR, MT, PT, SI and UK 

(England/Wales, Northern Ireland and Gibraltar) lays down a general obligation 

to report offences. However, the legislation of most Member States contains a 

specific provision on reporting offences in order to protect children (AT, BG, CY, 

CZ, DE, EE, EL, ES, FI, HU, IT, LT, LV, NL, RO and SE). Additionally, BG, 

CY, CZ, DE, EL, FI, HU, IT, LV, RO, SE, and SK provide for a specific obligation 

on certain professions (such as teachers, doctors, psychologists, nurses) to notify 

competent authorities. 

 Some Member States (AT, BE, BG, EL, FI, HR, HU, IT, LU, PL and SI) have 

transposed Article 16(2) through a general provision obliging or encouraging the 

reporting of offences and/or helping people in need. Other Member States (BG, CY, 

CZ, EE, ES, FR, HR, LT, LV, NL, PT, RO, SE and SK) have transposed it through 

a more specific legal provision, making it obligatory to report offences against 

children. UK (England/Wales, Northern Ireland and Scotland) uses non-

legislative measures.  

People are encouraged to report abuse mainly through helplines/hotlines, such as 

Child Focus (telephone number 116000) in BE or Child Line (116111) in LT.  

2.1.15. Jurisdiction and coordination of prosecution (Article 17) 

Article 17 lays down rules on the establishment of jurisdiction by Member States over 

the offences listed in the Directive.  

 Article 17(1) covers jurisdiction where the offence is committed in whole or in part 

within a Member State’s territory or the offender is one of its nationals. Most 

Member States have put in place legislation that transposes this provision. For CY, 

IE, LV, NL, SI, PT and UK (Gibraltar) the information was not conclusive.  

 Under Article 17(2), a Member State has the option to establish further jurisdiction 

over an offence committed outside its territory. For example, if the offence is 

committed against one of its nationals or a person who is an habitual resident in its 

territory (17(2)(a)), the offence is committed for the benefit of a legal person 

established in its territory (17(2)(b)), or the offender is an habitual resident in its 

territory (17(2)(c)). Most Member States decided to apply the options provided for 
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under Article 17(2)(a) (AT, BE, BG, CZ, EE, EL, ES, FI, FR, HR, HU, IT, MT, 

NL, PL, PT, RO, SI and SK) and 17(2)(c) (AT, BE, ES, FI, FR, HR, IE, LT, LU, 

LV, MT, NL, PT, RO, SE and SK), whereas fewer of them decided to apply the 

options under Article 17(2)(b) (CY, CZ, ES, HR, IT, LV, MT, PL, PT, RO and SI). 

 Article 17(3) requires Member States to ensure that their jurisdiction includes 

situations where an offence is committed by means of information and 

communication technology accessed from their territory, whether or not it is based on 

their territory. Whereas CY, EL, MT and PT have a specific provision which follows 

the wording of the Directive and refers directly to offences committed by means of 

information and communication technology, AT, BE, BG, DE, EE, ES, FI, FR, HR, 

HU, IE, IT, LT, RO, SI, SK and UK use a general provision establishing 

jurisdiction over crimes committed on their territories.  

 Article 17(4) prohibits the establishment of the double criminality requirement for the 

prosecution of offences committed outside the territory of the Member State 

concerned, when the offender is one of its nationals. BG, CZ, HU, IT, LV, MT, SK 

and UK (England/Wales and Northern Ireland) do not provide for the requirement 

of double criminality when establishing their jurisdiction over an offence. Despite 

having a double criminality clause, AT, BE, DE, EE, EL, ES, FI, FR, HR, LT, LU, 

NL and SE provide for specific exceptions for all offences referred to in Article 

17(4). 

 Under Article 17(5), Member States shall ensure that their jurisdiction is not 

subordinated to the condition that the prosecution can only be initiated following a 

report made by the victim in the place where the offence was committed, or a 

denunciation from the State of the place where the offence was committed. Most 

Member States have in place legislation that transposes this provision. For LU and SI 

the information provided was not conclusive.  

2.2. Assistance to and protection of victims (Articles 18 to 20) 

2.2.1. General provisions on assistance, support and protection measures for child 

victims (Article 18) 

Article 18 lays down general provisions on assistance, support and protection measures 

for child victims: 

 Under Article 18(1), child victims shall be provided with assistance, support and 

protection taking into account the best interests of the child. Most Member States 

have in place legislation that transposes this provision. The information provided by 

BE, DE, LV and SI was not conclusive. 

 Article 18(2) obliges Member States to take the necessary measures to ensure that a 

child is provided with assistance and support as soon as the competent authorities 

have a reasonable-grounds indication that the child might be a victim. About half of 

the Member States have in place measures that transpose this provision. For AT, BE, 

BG, DE, EL, ES, FR, IT, LU, NL, PL, SI and UK (England/Wales, Northern 

Ireland and Scotland) the information was not conclusive.  

 Article 18(3) requires Member States to ensure, when the age of the person is 

uncertain and there are reasons to believe that he/she is a child, that the person is 

presumed to be a child in order to receive immediate access to assistance, support and 

protection. Whereas the wording of the legislation in BG, CY, EL and LT 

transposing this provision is very similar to the Directive, the legislation in EE, ES, 

HR, LV, MT, PT, RO and UK (England/Wales and Gibraltar) contains a general 
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presumption of minority in favour of the victim until the contrary is proved. For AT, 

BE, CZ, DE, FI, FR, HU, IE, IT, LU, PL, SE, SI, SK and UK (Scotland) the 

information was not conclusive.  

2.2.2. Assistance and support to victims (Article 19) 

Article 19 lays down general provisions on assistance, support and protection measures 

for child victims and their families.  

 Under Article 19(1), Member States shall ensure that assistance and support are 

provided to victims before, during and for an appropriate period of time after the 

conclusion of criminal proceedings, in particular ensuring the protection of children 

who report cases of abuse within their family. Most Member States have in place 

legislation that transposes this provision. The information provided by DE, HU, IE, 

IT, LV, PL, RO, SI and SK was not conclusive.  

 Article 19(2) requires Member States to ensure that assistance and support for a child 

victim are not made conditional on the child’s willingness to cooperate in the 

criminal investigation, prosecution or trial. Whereas the legislation in CY, EL, MT 

and UK (England/Wales and Gibraltar) uses very similar wording to the Directive, 

most Member States (AT, BE, BG, CZ, EE, ES, FI, FR, HR, HU, IE, IT, LT, LU, 

LV, NL, PL, PT, RO, SE, SK and UK (Northern Ireland and Scotland)) used a 

variety of provisions on assistance and support. The information provided by DE and 

SI was not conclusive. 

 Under Article 19(3), Member States shall ensure that assistance and support to child 

victims are provided following an individual assessment of the special circumstances 

of each victim, and taking due account of the child’s views, needs and concerns. Most 

Member States have introduced measures that transpose this provision.
5
 The 

information provided by DE, EL, IT, LT, LU, LV, NL, PL, SI and UK (Scotland) 

was not conclusive.  

 Under Article 19(4), child victims of sexual offences are considered as particularly 

vulnerable victims pursuant Framework Decision 2001/220/JHA, replaced since 2012 

by the Victims' Rights Directive.
6
 Most Member States have taken measures that 

transpose this provision. The information provided by DE, EL, IE, IT, SI and UK 

(Scotland) was not conclusive.  

The recognition of children as particularly vulnerable victims is foreseen through 

special assistance and protection measures (except for UK (Gibraltar) that 

transposed literally). These measures ensure that child victims are entitled to testify in 

a manner that shields them from giving evidence in open court and that they are 

handled only by people that have been specially trained for this purpose.  

 Article 19(5) requires Member States, where appropriate and possible, to provide 

assistance and support to the family of the child victim when the family is in their 

territory. AT, BE, BG, CY, EE, FI, HR, IE, LT, MT, NL, PT, SK and UK have 

                                                 
5 For example, the assessment may encompass the evaluation of the child victim’s situation based on 

information collected by the family, the child, the school, nursery, relatives or other authorities, the child’s 

development and satisfaction of needs, parental capacity, the social environment of the child and the 

family, the child’s views and wishes, and the child’s age, health condition, intellectual maturity and 

cultural identity. 
6 Council Framework Decision 2011/220/JHA of 15 March 2001 on the standing of victims in criminal 

proceedings, replaced by Directive 2012/29/EU of 25 October 2012 establishing minimum standards on the 

rights, support and protection of victims of crime. 
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taken measures to transpose this provision, whereas in the other Member States the 

information provided was not conclusive.  

2.2.3. Protection of child victims in criminal investigations and proceedings (Article 

20) 

Article 20 lays down requirements for Member States concerning the protection of 

victims in criminal investigations and proceedings. 

 The majority of Member States (BG, CY, CZ, DE, EE, EL, ES, FR, FI, HR, HU, 

IE, IT, LT, LU, LV, MT, NL, PL, PT, RO, SE, SI, SK and UK (Gibraltar)) have 

taken measures to ensure that in criminal investigations and proceedings the 

competent authorities appoint a special representative for the child victim, in 

accordance with Article 20(1). The information provided by AT, BE and UK 

(Northern Ireland, Scotland and England/Wales) was not conclusive.  

 Under Article 20(2), Member States shall ensure that child victims have access to 

legal counselling and legal representation, which must be free of charge if the victim 

does not have sufficient financial resources. Most Member States have in place 

legislation that transposes this provision. For AT, CZ, DE, EE, IE, LT, PL, RO and 

UK (England/Wales, Scotland and Northern Ireland) the information provided 

was not conclusive.  

 Article 20(3) describes a series of requirements to take into account when conducting 

criminal investigations involving child victims, and in particular during interviews. 

Whereas EL, HR, LT, MT, PT, RO, SE and UK (England/Wales, Northern 

Ireland and Gibraltar) have put in place the necessary measures to transpose Article 

20(3), the information provided by the other Member States was not conclusive.  

 Most of the Member States have taken measures to ensure that interviews with the 

child victim or child witness are audio-visually recorded and can be used as evidence 

in criminal court proceedings, in accordance with Article 20(4). The information 

provided by AT, FI, IE, MT and PL was not conclusive.  

 Article 20(5) requires Member States to put in place measures to ensure that it may 

be ordered that the hearing take place without the presence of the public or without 

the presence of the child. Most Member States transposed this Article although the 

information provided by BE, FI, PL and UK (Scotland) was not conclusive.  

 In accordance with Article 20(6), most Member States have taken measures to protect 

the privacy, identity and image of child victims, and to prevent the public 

dissemination of any information that could lead to their identification. The 

information provided by BE, DE, PL, PT and SI was not conclusive.  

2.3. Prevention (Articles 10 and 21 to 25) 

2.3.1. Disqualification arising from convictions (Article 10) 

Article 10 addresses the prevention of offences against children through disqualification 

arising from convictions.  

 Article 10(1) requires Member States to put in place measures to ensure that a natural 

person who has been convicted of child sex offences may be temporarily or 

permanently prevented from exercising at least professional activities involving direct 

and regular contact with children. Some Member States (BE, BG, EL, ES, LT, PT 

and RO) opted for temporary disqualification, whereas LU and SK opted for 
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permanent disqualification. In DE, FR, HR, HU, IE, MT and UK (England/Wales, 

Northern Ireland and Scotland), both the temporary and the permanent 

disqualifications are possible. On the other hand, it is not evident from the legislation 

of CY, EE, FI, LV and NL whether such disqualification is permanent or temporary. 

SE transposes this Article through systematic background checks for work involving 

contact with children rather than through a specific provision for disqualification.  

The information provided by AT, CZ, IT, PL, SI and UK (Gibraltar) was not 

conclusive.  

 Under Article 10(2), Member States shall put in place measures to ensure that 

employers are entitled to request information on criminal convictions or 

disqualifications when recruiting for professional or voluntary activities. Most 

Member States have transposed this provision. The information can be obtained, for 

example, by requiring the submission of the person’s criminal record (BE, ES, FI, 

HR, HU, IE, IT, LU, MT, NL, PT, RO, SE, SK and UK), the convict register (LT), 

the punishment register (LV), the record of good conduct (DE), the police record 

(CY), the record containing criminal punishment data (EE) or the automated national 

file of sexual or violent offences authors (FR).  

 With regard to Article 10(3), most Member States have transposed the requirement to 

transmit the information on criminal convictions and disqualifications in accordance 

with the procedures set out in Framework Decision 2009/315/JHA on the exchange 

of criminal records information.
7
 However, a few Member States still do not seem to 

ensure that information is transmitted if other Member States request information on 

previous criminal convictions. In some cases, they do not make it a legal obligation to 

send that information (BE, CZ, IE, LV, MT and SE). In other cases, they go beyond 

the requirement of the Directive that the person concerned (a national from Member 

State A) must consent to the issuing of the criminal certificate by the country where 

he intends to work or volunteer (Member State B), by specifically requiring an 

additional consent from the person concerned for the information on the conviction to 

be sent from Member State A to Member State B (FI, LU and UK (England/Wales, 

Northern Ireland and Scotland)).  

2.3.2. Measures against advertising abuse opportunities and child sex tourism (Article 

21) 

Article 21 provides for the adoption of preventive/prohibitive measures against 

advertising abuse opportunities and child sex tourism. 

 Article 21(a) concerns the prohibition/prevention of the dissemination of material 

advertising the opportunity to commit child sexual offences. Whereas AT, BE, CY, 

EE, EL, IT, LV, MT and SK have in place a criminal offence penalising the 

advertising specified in Article 21(a), DE, FI, FR, LV, PL, PT and RO have 

transposed this provision of the Directive through the criminal offence of public 

incitement.  

 Article 21(b) concerns the prohibition/prevention of the organisation for others of 

travel arrangements with the purpose of offending. Most Member States have taken a 

variety of measures to transpose this provision. For example, AT, BG and FI 

criminalize this conduct through provisions applicable to aiders/abettors and practical 

measures, while in CZ, LT and SK such conduct is solely penalised via the provision 

                                                 
7 See footnote 1. 
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applicable to participants, even if the main crime was not committed. CY, EL, IT 

and MT have adopted a specific offence which sanctions the organisation of travels 

for third parties with the aim to commit child offences.   

2.3.3. Preventive intervention programmes or measures (Article 22) 

Article 22 requires Member States to ensure that persons who fear that they might offend 

may have access to effective intervention programmes or measures designed to evaluate 

and prevent the risk of such offences being committed. AT, BG, DE, FI, NL, SK and 

UK (England/Wales, Northern Ireland and Scotland) have put in place measures to 

transpose this provision, whereas the information provided by the other Member States 

was not conclusive.  

2.3.4. Prevention (Article 23) 

Article 23 requires Member States to take appropriate measures to prevent the sexual 

abuse and sexual exploitation of children.  

 Article 23(1) concerns education and training measures. While CY, EL, ES, and LT 

transposed this Article through specific legislative provisions, BG, CZ and PT used 

other measures such as national action plans/strategies. NL, PL, RO, SE and UK 

(England/Wales, Northern Ireland and Scotland), used general legislative 

measures in combination with campaigns and projects. 

 Article 23(2) concerns information and awareness campaigns, possibly in cooperation 

with civil society organisations. All Member States transposed this provision, for 

example through education programmes (AT, BE, CY, FR, LU, LV, MT, PT, SK 

and UK (England/Wales and Northern Ireland)). 

 Article 23(3) concerns regular training of officials likely to come in contact with 

child victims. Most Member States have taken measures to transpose this provision. 

The information from EL, HU, IE, IT and UK (Scotland) was not conclusive.  

2.3.5. Intervention programmes or measures on a voluntary basis in the course of or 

after criminal proceedings (Article 24) 

Article 24 regulates the provision of intervention programmes or measures in the course 

of or after the criminal proceedings. 

 Article 24(1) requires Member States to ensure that effective intervention 

programmes or measures are made available at any time during the criminal 

proceedings, inside and outside prison, to prevent and minimise the risks of repeated 

offences. Whereas a number of Member States have taken measures to transpose this 

provision, the information provided by AT, CY, CZ, DE, ES, FI, FR, HU, IE, IT, 

LU, LV, PL, PT, RO, SE, SI, SK and UK (Northern Ireland, Scotland and 

Gibraltar) was not conclusive.  

 Article 24(2) requires that the intervention programmes or measures meet the specific 

developmental needs of children who sexually offend. Member States have 

transposed this provision through various means such as legislation (BG, HR and 

RO), a combination of legislation and other measures (HU, LT and MT), or other 

measures (FI, NL and UK (England/Wales, Northern Ireland and Scotland)). 

 Article 24(3) requires that access to the intervention programmes or measures be 

ensured for persons subject to criminal proceedings (Article 24(3)(a)) and convicted 

persons (Article 24(3)(b)). CY, EL, MT, NL, RO and UK have taken measures to 
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transpose Article 24(3)(a) and BG, CY, DE, EL, ES, FI, HR, IT, LT, MT, NL, RO 

and UK have taken measures to transpose Article 24(3)(b). The information provided 

by the rest of Member States was not conclusive. 

 Under Article 24(4), Member States shall ensure that the persons who may access 

intervention programmes or measures are subject to an assessment of the danger they 

represent and the risk of recidivism, with the aim to identify the appropriate 

programme or measure. AT, EL, HR, LT, MT, RO and SE have taken measures to 

transpose this provision whereas the information provided by the rest of Member 

States was not conclusive.    

 Article 24(5) requires Member States to ensure that the persons who may access 

intervention programmes or measures are fully informed of the reasons for the 

proposal (Article 24(5)(a)), consent to their participation with full knowledge of the 

facts (Article 24(5)(b)) and may refuse and be made aware of the possible 

consequences in the case of convicted persons (Article 24(5)(c)). AT, BG, CY, EE, 

FI, LT, MT and UK (Gibraltar) have taken measures to transpose Articles 24(5)(a) 

and (b) and CY, EE, FI, FR, LT, MT and UK (Gibraltar) to transpose Article 

24(5)(c). The information provided by the other Member States was not conclusive.  

2.3.6. Measures against websites containing or disseminating child pornography 

(Article 25) 

Please refer to the specific, separate report on the transposition of this Article.
8
 

                                                 
8 See footnote 3.  
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3. CONCLUSION AND NEXT STEPS 

The Directive is a comprehensive legislative framework which has led to substantive 

progress in the Member States by amending criminal codes, criminal procedures and 

sectorial legislation, streamlining procedures, setting up or improving cooperation 

schemes and improving the coordination of national actors. The Commission 

acknowledges the major efforts made by the Member States to transpose the Directive. 

However, there is still considerable scope for the Directive to reach its full potential 

through complete implementation of all of its provisions by Member States.  

The analysis so far suggests that some of the main challenges for Member States could be 

related to prevention and intervention programmes for offenders (Articles 22, 23 and 24), 

substantial criminal law (Articles 3, 4 and 5) and the assistance, support and protection 

measures for child victims (Articles 18, 19 and 20).  

Less challenging provisions seem to include those related to incitement, aiding and 

abetting, and attempt (Article 7), consensual sexual activities (Article 8), seizure and 

confiscation (Article 11) and liability and sanctions on legal persons (Articles 12 and 13).  

Given the comprehensive nature of the Directive, the Commission will focus on ensuring 

that the transposition is finalised across the EU and that the provisions are correctly 

implemented. Therefore, for the time being, the Commission has no plans to propose 

amendments to the Directive or any complementary legislation. The Commission will 

instead focus its efforts on ensuring that children benefit from the full added value of the 

Directive, through its complete transposition and implementation by Member States. 

The Commission will continue to provide support to Member States to ensure a 

satisfactory level of transposition and implementation. This includes monitoring that 

national measures comply with the corresponding provisions in the Directive. Where 

necessary, the Commission will make use of its enforcement powers under the Treaties 

through infringement procedures. It will also support the implementation of the Directive 

by facilitating the development and exchange of best practices in specific areas such as 

prevention and intervention programmes for offenders. 
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1. INTRODUCTION 

The Internet has brought about a dramatic increase in child sexual abuse in that: 

 it facilitates the sharing of child sexual abuse material, by offering a variety of 

distribution channels such as the web, peer-to-peer networks, social media, 

bulletin boards, newsgroups, Internet relay chats and photo-sharing platforms, 

among many others. Sharing is also facilitated by access to a worldwide 

community of like-minded individuals, which is a source of strong demand and 

mutual support; 

 it provides technical means and security measures that can facilitate anonymity;
1
 

 as a consequence of the strong demand for child sexual abuse material, children 

continue to be at risk of becoming victims, while anonymity can obstruct the 

investigation and prosecution of these crimes; and 

 new child sexual abuse materials have become a currency. To obtain and 

maintain access to forums, participants frequently have to submit new materials 

on a regular basis, which encourages the commission of child sexual abuse. 

Online child sexual abuse is a nefarious crime with long-term consequences for its 

victims. Harm is caused not only when the abuse is actually recorded or photographed, 

but also every time the images and videos are posted, circulated and viewed. For the 

victims, the realisation that the images and videos in which they are abused are ‘out 

there’ and that they could even encounter someone who has seen the material is a major 

source of trauma and additional suffering. 

There are indications that the average age of victims of child sexual abuse material is 

steadily decreasing: according to the International Association of Internet Hotlines 

(INHOPE),
2
 around 70% of the victims in the reports that INHOPE hotlines processed in 

2014 appeared to be prepubescent.
3
 The Internet Watch Foundation (IWF) issued similar 

figures in 2015, adding that 3% of the victims appeared to be two years old or younger 

and a third of images showed children being raped or sexually tortured.
4
   

 

1.1. Objectives and scope of Article 25 

The main objective of Article 25 of the Directive
5
 is to disrupt the availability of child 

pornography.
6
 Such provisions were first introduced with the Directive, as they were not 

included in the main legislative instruments in the area, i.e.: 

 the Framework Decision
7
 that the Directive replaces; 

 the 2007 Council of Europe Convention on the protection of children against 

sexual exploitation and sexual abuse, from which the Directive draws inspiration 

in other areas; or  

                                                 
1 e.g. the Onion Router (www.torproject.org). 
2 http://www.inhope.org/ 
3 http://www.inhope.org/tns/resources/statistics-and-infographics/statistics-and-infographics-2014.aspx 
4 https://www.iwf.org.uk/accountability/annual-reports/2015-annual-report 
5 Directive 2011/93/EU of 13 December 2011 on combating the sexual abuse and sexual exploitation of 

children and child pornography. Article 25 of the Directive covers 'measures against websites containing or 

disseminating child pornography'.  
6 As defined in Article 2(c) of the Directive. 
7 Council Framework Decision 2004/68/JHA of 22 December 2003 on combating the sexual exploitation 

of children and child pornography.  

http://www.torproject.org/
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 the Council Decision to combat child pornography on the Internet,
8
 which was 

one of the first legal instruments at EU level that addressed child pornography. 

Article 25 is one of a number of provisions in the Directive to facilitate prevention and 

mitigate secondary victimisation. Together with provisions on the prosecution of crimes 

and protection of victims, they are part of the holistic approach required to tackle child 

sexual abuse, child sexual exploitation and child pornography effectively. 

Article 25 reads as follows:
9
  

1. Member States shall take the necessary measures to ensure the prompt 

removal of web pages containing or disseminating child pornography hosted in 

their territory and to endeavour to obtain the removal of such pages hosted 

outside of their territory.  

2. Member States may take measures to block access to web pages containing or 

disseminating child pornography towards the Internet users within their territory. 

These measures must be set by transparent procedures and provide adequate 

safeguards, in particular to ensure that the restriction is limited to what is 

necessary and proportionate, and that users are informed of the reason for the 

restriction. Those safeguards shall also include the possibility of judicial redress.    

It therefore: 

 obliges Member States to remove promptly material on websites hosted within 

their territory; 

 obliges them to endeavour to secure the removal of material on websites 

hosted elsewhere; and 

 offers the possibility to block access to child pornography by users within their 

territory, subject to a number of safeguards. 

It is important to note that Article 25 refers to ‘measures’, which may not necessarily 

involve legislation. As recital 47 of the Directive states: 

"… The measures undertaken by Member States in accordance with this Directive 

in order to remove or, where appropriate, block websites containing child 

pornography could be based on various types of public action, such as legislative, 

non-legislative, judicial or other. In that context, this Directive is without 

prejudice to voluntary action taken by the Internet industry to prevent the misuse 

of its services or to any support for such action by Member States…" 

Non-legislative measures are therefore considered to transpose the Directive 

satisfactorily if they allow the outcomes specified in Article 25 to be achieved in practice. 

Cooperation between the private sector, including industry and civil society, and public 

authorities, including law enforcement agencies (LEAs) and the judiciary, is crucial to 

implementing the measures under Article 25 and effectively fighting the dissemination of 

child sexual abuse material online. 

 

 

 

                                                 
8 Council Decision 2000/375/JHA of 29 May 2000 to combat child pornography on the Internet. 
9 See also recitals 46 and 47 of the Directive concerning the measures referred to in Article 25. 
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The parties involved in disrupting the availability of child sexual abuse material online 

are: 

 information society service providers (ISSPs), including providers of access, 

hosting and online platforms. As criminals abuse the services and the 

infrastructure they provide, ISSPs are well placed to cooperate in the 

implementation of Article 25. For example, hosting providers are ultimately able 

to remove material hosted on their servers and access providers such as internet 

service providers (ISPs) can block access;  

 Internet users, who may come across child sexual abuse material online 

(intentionally or unintentionally) and decide to report it to the ISSP directly if the 

technology to do so is in place, e.g. through a ‘report abuse’ button on the web 

page or browser. Users may also report to a dedicated hotline run by a civil 

society organisation, or to the LEA responsible; 

 dedicated hotlines, usually run by an NGO or an association of ISSPs or media 

companies, which allow anonymous reporting by users who may not feel 

comfortable reporting to the police and cannot or do not wish to report to the 

ISSP directly. In many cases, reports received in one country refer to material 

hosted by providers in another. Its removal requires international cooperation, 

which INHOPE facilitates; 

 LEAs, whose work is supported by reports passed on by hotlines and directly 

from Internet users. They also share reports with each other in Europe (directly 

and through Europol and its European Cybercrime Centre)
10

 and beyond (through 

Interpol);
11

 and 

 the judiciary, which ensures application of the law in each Member State. In 

some countries, court orders are needed to remove or block material. Eurojust
12

 

helps coordinate judicial cooperation in criminal matters across Member States.  

1.2. Purpose of this report and methodology 

Article 27 of the Directive requires Member States
13

 to bring into force the laws, 

regulations and administrative provisions necessary to comply with the Directive and 

communicate them to the Commission by 18 December 2013. 

This report responds to the requirement under Article 28(2) of the Directive for the 

Commission to submit a report to the European Parliament and the Council assessing the 

implementation of the measures referred to in Article 25 of the Directive.
14

 The report 

aims to provide a concise yet informative overview of the main transposition measures 

taken by Member States. 

                                                 
10 https://www.europol.europa.eu/ec3 
11 http://www.interpol.int/Crime-areas/Crimes-against-children/Crimes-against-children 
12 http://www.eurojust.europa.eu/ 
13

 From this point onwards, ‘Member States’ or ‘all Member States’ refer to the Member States bound by 

the Directive (i.e. all EU Member States except Denmark). In accordance with Articles 1 and 2 of Protocol 

22 on the Position of Denmark, Denmark did not take part in the adoption of the Directive, nor does the 

Directive apply to it. However Council Framework Decision 2004/68/JHA continues to be applicable to 

and binding upon Denmark. In accordance with Article 3 of Protocol 21 on the position of the United 

Kingdom and Ireland, both took part in the adoption of the Directive and are bound by it. 
14 In accordance with Article 28(1) of the Directive, the extent to which the Member States have taken the 

necessary measures to comply with the Directive is assessed in a separate report (COM(2016) 871) 

published jointly with this one. 
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By the transposition deadline, only 12 Member States had notified the Commission that 

they had completed transposition of the Directive. The Commission therefore opened 

infringement proceedings for non-communication of national transposition measures 

against the others: BE, BG, IE, EL, ES, IT, CY, LT, HU, MT, NL, PT, RO, SI and the 

UK.
15

 All these infringement proceedings had been closed by 8 December 2016. The late 

adoption and notification of national transposition measures delayed the Commission’s 

analysis and publication of the transposition reports. 

The description and analysis in this report are based on the information that Member 

States provided by 1 November 2016. Notifications received after that date have not been 

taken into account. Beyond the issues identified in this report, there may be both further 

challenges in transposition and other provisions not reported to the Commission or 

further legislative and non-legislative developments. Therefore, this report does not 

prevent the Commission from further evaluating some provisions, to continue supporting 

Member States in the transposition and implementation of Article 25. 

                                                 
15 Member States in this document are abbreviated according to these rules: 

http://publications.europa.eu/code/en/en-370100.htm 
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2. TRANSPOSITION MEASURES 

2.1. Removal (Article 25(1)) 

2.1.1. Content hosted in a Member State’s territory  

Member States have adopted two types of measures to ensure the prompt removal of web 

pages containing or disseminating child pornography hosted in a Member State’s 

territory: measures based on Directive 2000/31/EC
16

 (E-commerce Directive), and 

measures based on national criminal law.  

1.  Measures based on the E-commerce Directive  

The E-commerce Directive defines the liability limitations of an Internet intermediary 

providing services consisting of mere conduit, caching and hosting. In particular, a 

hosting provider cannot be held liable if:
17

 

a. it has neither knowledge of nor control over the information that is transmitted or 

stored, and  

b. upon obtaining actual knowledge or awareness of illegal activities, it acts 

expeditiously to remove or to disable access to the information concerned.  

These provisions constitute the basis for the development of notice and take down 

procedures for illegal content. In the area of child sexual abuse material, these 

procedures take the form of mechanisms run by interested parties aimed at identifying 

illegal information hosted on the network and at facilitating its rapid removal.  

Member States have implemented notice and take down procedures through national 

hotlines, to which Internet users can report child sexual abuse material that they find 

online. INHOPE is the umbrella organisation for the hotlines. Supported by the 

European Commission’s Safer Internet Programme
18

, and since 2014 by the 

Connecting Europe Facility framework,
19

 it currently represents a network of 51 

hotlines in 45 countries, including all EU Member States.  

The hotlines have memoranda of understanding with the corresponding national 

LEAs, which set out procedures for handling the reports received from Internet users. 

The different operating procedures include in general the following common actions 

for content hosted in the Member States:  

1) Determine the hosting location.  

A hotline receives an Internet user’s report of a web address (URL) with possible 

child sexual abuse material and determines in which country the material is 

hosted. In some cases, the hotline receives the report from another INHOPE 

network member, which has already determined that the hosting location is in the 

country of the hotline in question.  

                                                 
16 Directive 2000/31/EC of the European Parliament and of the Council of 8 June 2000 on certain legal 

aspects of information society services, in particular electronic commerce, in the Internal Market 

('Directive on electronic commerce'). The last implementation report was published in 2012: 

http://ec.europa.eu/internal_market/e-commerce/docs/communication2012/SEC2011_1641_en.pdf  
17 Article 14 of E-commerce Directive. 
18 https://ec.europa.eu/digital-single-market/en/safer-internet-better-internet-kids 
19 https://ec.europa.eu/digital-single-market/en/connecting-europe-facility 

http://ec.europa.eu/internal_market/e-commerce/docs/communication2012/SEC2011_1641_en.pdf
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2) Analyse content. 

If the material is hosted in the country, the hotline determines whether the URL 

has been reported previously. If so, the report is discarded. Otherwise, the hotline 

analyses the images and videos on the URL and determines whether they are 

known and whether they may be illegal in that country.  

3) Inform hosting provider. 

The hotline forwards the report and the analyses to the national LEA. Depending 

on the memorandum of understanding, the hosting provider is then informed by: 

 the hotline, after the LEA has agreed that the material can be taken down, 

ensuring that this would not interfere with an ongoing investigation (AT, 

CZ, DE (eco and FSM hotlines), FR, HU, LU, LV, NL, PL, PT, RO, SE 

and the UK). The time between the hotline first informing the LEA and the 

hotline communicating with the hosting provider varies depending on the 

procedures agreed between the hotline and the LEA in each Member State. 

In any case, the LEA (instead of or in addition to the hotline) may choose 

to inform the hosting provider as circumstances require.  

 the LEA only. In BG, DE (Jugendschutz hotline), EE, EL, FI, MT, SI and 

SK, the LEA communicates with the hosting provider, while the hotline 

monitors that the content is actually removed.  

In CY and HR, a court order is required to request the removal of the 

material. In both countries, access to the website is temporarily blocked 

until the court order is obtained.  

After being made aware of the existence of illegal material on its servers, the hosting 

provider can be held liable if it fails to remove it in accordance with the national 

implementing laws. The only limit to the attribution of liability is the liability 

exemption under the E-commerce Directive as implemented by Member States (see 

above).  

At the time of writing, most Member States have hotlines that are capable of 

assessing reported content to implement notice and take down procedures, except 

BE, ES and IT:  

 BE notified recently adopted legislation that allows an INHOPE hotline to 

operate in the country and handle reports according to the general procedure 

described above. At the time of writing, the Belgian police and judiciary 

were negotiating with the hotline a memorandum of understanding and the 

operating protocols.   

 The situation in ES requires closer examination with regard to the hotline 

situation.  

 IT has two INHOPE hotlines, but the current legislation does not allow them 

to check the content of reports received from Internet users or other hotlines. 

Therefore, they simply forward the reports to the LEA (the National Centre 

for Combatting Online Child Pornography, CNCPO), without checking the 

content. 

2.  Measures based on national criminal law 

 Member States have notified two types of criminal law provisions which also allow 

the removal of illegal content hosted in their territory:   
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a. general provisions that allow the seizure of material relevant to criminal 

proceedings, e.g. material used in the commission of an offence: AT, CZ, HU, IT, 

LU, NL, SE and SK; and 

b. specific provisions on the removal of child pornography: CY, EE, EL, ES, SE, and  

UK (Gibraltar).  

The legislation in CZ, EL, HU and UK (Gibraltar) makes explicit reference to the 

requirement of prompt removal: ‘without undue delay’ (CZ), ‘executed immediately’ 

(EL), ‘within 12 hours’ (HU) or ‘prompt removal’ (UK (Gibraltar)).  

Other Member States transpose this requirement through the notice and takedown 

procedures described above, which may lead to the criminal law channels being used 

only in an ancillary way to deal with cases where notice and takedown mechanisms 

encounter difficulties (e.g. for lack of cooperation of the hosting provider) or where 

material is linked to an ongoing criminal investigation. In Member States without 

functional notice and take down mechanisms or where criminal law does not specify 

prompt removal, more information is needed on the measures taken to transpose this 

requirement.    

2.1.2. Content hosted outside a Member State’s territory 

All Member States except BE, ES and IT have transposed this provision through a fully 

operational hotline (i.e. a hotline authorised to assess the material) and the following 

operating procedure to endeavour to remove content hosted outside their territory:  

1) once the operators of the hotline that has received the report determine that the 

hosting location is outside of the Member State, they verify whether there is an 

operational INHOPE hotline in the hosting country; 

2) if the hosting country has an INHOPE hotline, the report is sent to it through the 

internal INHOPE information exchange system, so that it can process the report 

according to the national procedure for content hosted in the country; 

3) if the hosting country does not have an INHOPE hotline, the report is sent to the LEA 

of the country in which it was received, which forwards it, usually via Europol or 

Interpol, to the LEA of the hosting country.  

Although the procedures across hotlines follow in general a similar pattern, there are 

some specificities depending on what has been agreed between the hotline and the LEA. 

For example, some hotlines (e.g. in DE, LT and LV) notify the hosting provider abroad 

if no action has been taken after a certain time. Some hotlines (e.g. in AT, CZ, DE, FR, 

LU, MT) inform the LEA of their country when they forward a report to a hotline 

abroad, while others (e.g. in HU, NL, PL, SE and the UK) generally do not. Finally, if 

there is no INHOPE hotline in the hosting country, some hotlines (e.g. in EE, LU, and 

the UK) contact non-INHOPE hotlines there, if they exist.  

Member States without a fully operational hotline (BE, ES and IT) transpose this 

provision by arranging for the exchange of information, usually via Europol or Interpol, 

between the LEA in the country in which the report originated and that of the country in 

which the material is hosted. In this case, more information is needed on the transposition 

of the provision through this mechanism, in particular in relation to cases where the web 

pages hosted abroad are not linked to any criminal proceedings in that Member State and 

are not the object of any request for mutual legal assistance (MLA). 

With regard to the promptness and effectiveness of removal through the hotlines, 

according to their data, 93% of the child sexual abuse material processed by the hotlines 
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in Europe and 91% of the material processed by the hotlines worldwide was removed 

from Internet public access in less than 72 hours.
20

 

2.2. Blocking (Article 25(2)) 

About half of the Member States (BG, CY, CZ, EL, ES, FI, FR, HU, IE, IT, MT, PT, 

SE and the UK) have chosen to apply optional blocking measures under Article 25(2). 

The variety of the measures reflects the wording of recital 47 of the Directive (legislative, 

non-legislative, judicial or other, including voluntary action by the Internet industry). 

One way to classify the measures is according to whether a court order is required to 

block a website. A court order is: 

 required in EL, ES and HU; 

 not mandatory in  

o CY, FR, IT and PT, where ISPs are required by law to comply with the 

request of the authorities (i.e. the LEA or the national regulator) to block 

the site; and  

o BG, CZ, IE, FI, MT, SE, and the UK, where ISPs are not explicitly 

required by law to comply with the authorities’ request but do so 

voluntarily. 

Blacklists of websites containing or disseminating child pornography are commonly used 

in the implementation of blocking measures. Blacklists are typically prepared by national 

authorities (i.e. the LEA or the regulator) and transmitted to the ISPs. Some Member 

States (EL, HU, IT, FI and FR) notified legislation that governs this process.  

BG uses Interpol’s ‘Worst of List’,
21

 while the UK uses IWF’s URL list.
22

 ISPs in CZ 

also use the IWF list on a self-regulatory basis.  

Information received from Member States was, in general, not conclusive as to the 

number of webpages included in blocking lists, or the number of attempts blocked.   

The Directive requires that measures taken to block access to websites containing or 

disseminating child pornography provide for transparent procedures and adequate 

safeguards. Recital 47 states that: 

Whichever basis for action or method is chosen, Member States should ensure that 

it provides an adequate level of legal certainty and predictability to users and 

service providers. Both with a view to the removal and the blocking of child abuse 

content, cooperation between public authorities should be established and 

strengthened, particularly in the interests of ensuring that national lists of websites 

containing child pornography material are as complete as possible and of avoiding 

duplication of work. Any such developments must take account of the rights of the 

end users and comply with existing legal and judicial procedures and the European 

Convention for the Protection of Human Rights and Fundamental Freedoms and 

the Charter of Fundamental Rights of the European Union. 

Specifically, Article 25(2) refers to the following requirements: 

                                                 
20http://www.inhope.org/Libraries/Statistics_Infographics_2014/INHOPE_stats_infographics_for_2014.sfl

b.ashx 
21https://www.interpol.int/Crime-areas/Crimes-against-children/Access-blocking/The-INTERPOL-

%22Worst-of%22-list 
22 https://www.iwf.org.uk/members/member-policies/url-list/blocking-faqs#WhatistheIWFURLlist 
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1. transparent procedures; 

2. limitation to what is necessary and proportionate; 

3. information to users on the reasons for restriction; and  

4. possibility of judicial redress.  

Member States which opted to transpose this provision have done so incorporating a 

variety of transparent procedures and safeguards: 

 in EL, the Hellenic Telecommunication and Post Commission notifies orders of 

the competent authorities to providers of Internet access services and urges 

immediate content blocking and the provision of relevant information to users. 

The owner of the webpage may appeal against the order within a period of two 

months;  

 in ES, during the criminal proceedings, the judge may order the closure of a 

website containing child pornography as a precautionary measure, which can be 

contested. The service provider is obliged to provide the necessary information to 

customers;  

 in FI, the police may establish, maintain and update a list of child pornography 

sites. Where a website is blocked, the police have to issue a statement giving the 

reasons for the blocking which must be displayed every time access to a site is 

blocked. Appeals against decisions by the police to add a site to the blocking list 

can be lodged with an administrative court;  

 in FR, Internet providers must block access to the Internet addresses concerned 

within 24 hours. The list of websites is reviewed by a qualified person from the 

National Commission on Computing and Freedoms. Users trying to reach the 

service to which access is denied are redirected to an information address of the 

Ministry of Interior, stating the reasons for denial of access and the available 

redress procedures before the administrative court; 

 in HU, access can be blocked temporarily or permanently. Requests are received 

by the Minister of Justice and, where appropriate, submitted to the Metropolitan 

Court of Budapest. The obligation to block access rests with the ISP providing 

connectivity. The transparency of the procedure is ensured as the decision of the 

court is served by way of publication and is thus accessible to the public. Judicial 

appeal is available against an order of permanent blocking;  

 in IT, the National Centre for Combating Child Pornography on the Internet 

provides ISPs with a list of child pornography sites, to which they prevent access 

using filtering tools and related technology. The sites to which access is blocked 

will display a ‘stop page’ indicating the reasons for blocking; and 

 in the UK (England/Wales, Northern Ireland and Scotland), measures to block 

access to such webpages are taken through IWF, which works as a private self-

regulatory body that makes recommendations to have content blocked or filtered. 

There is an appeals process whereby anyone with a legitimate association with or 

interest in the content in question can contest the accuracy of the assessment. In 

the UK (Gibraltar), the Gibraltar Regulatory Authority may, in conjunction with 

IPSs, block access to web pages that contain or disseminate child pornography to 

users in Gibraltar. Such measures must be transparent, limited to what is strictly 

necessary, proportionate and reasoned.  

In BG, CY, CZ, IE, MT, PT and SE the information provided on safeguards applicable 

to blocking measures was not conclusive and will require further examination.  
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3. CONCLUSION AND NEXT STEPS 

The Commission acknowledges the significant efforts made by the Member States in the 

transposition of Article 25 of the Directive.  

There is still room, however, to use its potential to the full by continuing to work on its 

complete and correct implementation across Member States. Some key challenges ahead 

include ensuring that child sexual abuse material in Member States’ territory is removed 

promptly and that adequate safeguards are provided where the Member State opts to take 

measures to block access to Internet users within its territory to web pages containing 

child sexual abuse material.     

Therefore, for the time being, the Commission has no plans to propose amendments to 

Article 25 or complementary legislation. It will instead focus its efforts on ensuring that 

children benefit from the full added value of the Article, through its complete 

transposition and implementation by Member States.  

That said, in its recent Communication on Online Platforms,
23

 the Commission 

highlighted the need to sustain and develop multi-stakeholder engagement processes 

aimed at finding common solutions to voluntarily detect and fight illegal material online 

and committed to reviewing the need for formal notice and action procedures. 

The Commission will continue to provide support to Member States to ensure a 

satisfactory level of transposition and implementation. This includes monitoring that 

national measures comply with the corresponding provisions in the Article and 

facilitating the exchange of best practices. Where necessary, the Commission will make 

use of its enforcement powers under the Treaties through infringement procedures. 

                                                 
23 Communication on Online Platforms and the Digital Single Market Opportunities and Challenges for 

Europe (COM/2016/288), of 25 May 2016. 
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Preamble

The member States of the Council of Europe and the other signatories hereto;

Considering that the aim of the Council of Europe is to achieve a greater unity between its 
members;

Considering that every child has the right to such measures of protection as are required by 
his or her status as a minor, on the part of his or her family, society and the State;

Observing that the sexual exploitation of children, in particular child pornography and 
prostitution, and all forms of sexual abuse of children, including acts which are committed 
abroad, are destructive to children’s health and psycho-social development;

Observing that the sexual exploitation and sexual abuse of children have grown to worrying 
proportions at both national and international level, in particular as regards the increased use 
by both children and perpetrators of information and communication technologies (ICTs), and 
that preventing and combating such sexual exploitation and sexual abuse of children require 
international co-operation;

Considering that the well-being and best interests of children are fundamental values shared 
by all member States and must be promoted without any discrimination;

Recalling the Action Plan adopted at the 3rd Summit of Heads of State and Governments of 
the Council of Europe (Warsaw, 16-17 May 2005), calling for the elaboration of measures to 
stop sexual exploitation of children;

Recalling in particular the Committee of Ministers Recommendation No. R (91) 11 concerning 
sexual exploitation, pornography and prostitution of, and trafficking in, children and young 
adults, Recommendation Rec(2001)16 on the protection of children against sexual 
exploitation, and the Convention on Cybercrime (ETS No. 185), especially Article 9 thereof, as 
well as the Council of Europe Convention on Action against Trafficking in Human Beings 
(CETS No. 197);

Bearing in mind the Convention for the Protection of Human Rights and Fundamental 
Freedoms (1950, ETS No. 5), the revised European Social Charter (1996, ETS No. 163), and 
the European Convention on the Exercise of Children’s Rights (1996, ETS No. 160);

_____
(*) The Treaty of Lisbon amending the Treaty on European Union and the Treaty establishing the European 

Community entered into force on 1 December 2009. As a consequence, as from that date, any 
reference to the European Economic Community shall be read as the European Union.
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Also bearing in mind the United Nations Convention on the Rights of the Child, especially 
Article 34 thereof, the Optional Protocol on the sale of children, child prostitution and child 
pornography, the Protocol to Prevent, Suppress and Punish Trafficking in Persons, Especially 
Women and Children, supplementing the United Nations Convention against Transnational 
Organized Crime, as well as the International Labour Organization Convention concerning the 
Prohibition and Immediate Action for the Elimination of the Worst Forms of Child Labour;

Bearing in mind the Council of the European Union Framework Decision on combating the 
sexual exploitation of children and child pornography (2004/68/JHA), the Council of the 
European Union Framework Decision on the standing of victims in criminal proceedings 
(2001/220/JHA), and the Council of the European Union Framework Decision on combating 
trafficking in human beings (2002/629/JHA);

Taking due account of other relevant international instruments and programmes in this field, in 
particular the Stockholm Declaration and Agenda for Action, adopted at the 1st World 
Congress against Commercial Sexual Exploitation of Children (27-31 August 1996), the 
Yokohama Global Commitment adopted at the 2nd World Congress against Commercial 
Sexual Exploitation of Children (17-20 December 2001), the Budapest Commitment and Plan 
of Action, adopted at the preparatory Conference for the 2nd World Congress against 
Commercial Sexual Exploitation of Children (20-21 November 2001), the United Nations 
General Assembly Resolution S-27/2 “A world fit for children” and the three-year programme 
“Building a Europe for and with children”, adopted following the 3rd Summit and launched by 
the Monaco Conference (4-5 April 2006);

Determined to contribute effectively to the common goal of protecting children against sexual 
exploitation and sexual abuse, whoever the perpetrator may be, and of providing assistance 
to victims;

Taking into account the need to prepare a comprehensive international instrument focusing 
on the preventive, protective and criminal law aspects of the fight against all forms of sexual 
exploitation and sexual abuse of children and setting up a specific monitoring mechanism,

Have agreed as follows:

Chapter I – Purposes, non-discrimination principle and definitions

Article 1 – Purposes 

1 The purposes of this Convention are to:

a prevent and combat sexual exploitation and sexual abuse of children;

b protect the rights of child victims of sexual exploitation and sexual abuse;

c promote national and international co-operation against sexual exploitation and sexual 
abuse of children.

2 In order to ensure effective implementation of its provisions by the Parties, this Convention 
sets up a specific monitoring mechanism.

Article 2 – Non-discrimination principle

The implementation of the provisions of this Convention by the Parties, in particular the 
enjoyment of measures to protect the rights of victims, shall be secured without discrimination 
on any ground such as sex, race, colour, language, religion, political or other opinion, national 
or social origin, association with a national minority, property, birth, sexual orientation, state of 
health, disability or other status.
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Article 3 – Definitions

For the purposes of this Convention:

a “child” shall mean any person under the age of 18 years;

b “sexual exploitation and sexual abuse of children” shall include the behaviour as referred 
to in Articles 18 to 23 of this Convention;

c “victim” shall mean any child subject to sexual exploitation or sexual abuse.

Chapter II – Preventive measures

Article 4 – Principles

Each Party shall take the necessary legislative or other measures to prevent all forms of 
sexual exploitation and sexual abuse of children and to protect children.

Article 5 – Recruitment, training and awareness raising of persons working in 
contact with children

1 Each Party shall take the necessary legislative or other measures to encourage awareness of 
the protection and rights of children among persons who have regular contacts with children 
in the education, health, social protection, judicial and law-enforcement sectors and in areas 
relating to sport, culture and leisure activities.

2 Each Party shall take the necessary legislative or other measures to ensure that the persons 
referred to in paragraph 1 have an adequate knowledge of sexual exploitation and sexual 
abuse of children, of the means to identify them and of the possibility mentioned in Article 12, 
paragraph 1.

3 Each Party shall take the necessary legislative or other measures, in conformity with its 
internal law, to ensure that the conditions to accede to those professions whose exercise 
implies regular contacts with children ensure that the candidates to these professions have 
not been convicted of acts of sexual exploitation or sexual abuse of children.

Article 6 – Education for children

Each Party shall take the necessary legislative or other measures to ensure that children, 
during primary and secondary education, receive information on the risks of sexual 
exploitation and sexual abuse, as well as on the means to protect themselves, adapted to 
their evolving capacity. This information, provided in collaboration with parents, where 
appropriate, shall be given within a more general context of information on sexuality and shall 
pay special attention to situations of risk, especially those involving the use of new information 
and communication technologies.

Article 7 – Preventive intervention programmes or measures

Each Party shall ensure that persons who fear that they might commit any of the offences 
established in accordance with this Convention may have access, where appropriate, to 
effective intervention programmes or measures designed to evaluate and prevent the risk of 
offences being committed.
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Article 8 – Measures for the general public

1 Each Party shall promote or conduct awareness raising campaigns addressed to the general 
public providing information on the phenomenon of sexual exploitation and sexual abuse of 
children and on the preventive measures which can be taken.

2 Each Party shall take the necessary legislative or other measures to prevent or prohibit the 
dissemination of materials advertising the offences established in accordance with this 
Convention.

Article 9 – Participation of children, the private sector, the media and civil society

1 Each Party shall encourage the participation of children, according to their evolving capacity, 
in the development and the implementation of state policies, programmes or others initiatives 
concerning the fight against sexual exploitation and sexual abuse of children.

2 Each Party shall encourage the private sector, in particular the information and 
communication technology sector, the tourism and travel industry and the banking and 
finance sectors, as well as civil society, to participate in the elaboration and implementation of 
policies to prevent sexual exploitation and sexual abuse of children and to implement internal 
norms through self-regulation or co-regulation.

3 Each Party shall encourage the media to provide appropriate information concerning all 
aspects of sexual exploitation and sexual abuse of children, with due respect for the
independence of the media and freedom of the press.

4 Each Party shall encourage the financing, including, where appropriate, by the creation of 
funds, of the projects and programmes carried out by civil society aiming at preventing and 
protecting children from sexual exploitation and sexual abuse.

Chapter III – Specialised authorities and co-ordinating bodies

Article 10 – National measures of co-ordination and collaboration

1 Each Party shall take the necessary measures to ensure the co-ordination on a national or 
local level between the different agencies in charge of the protection from, the prevention of 
and the fight against sexual exploitation and sexual abuse of children, notably the education 
sector, the health sector, the social services and the law-enforcement and judicial authorities.

2 Each Party shall take the necessary legislative or other measures to set up or designate:

a independent competent national or local institutions for the promotion and protection of 
the rights of the child, ensuring that they are provided with specific resources and 
responsibilities;

b mechanisms for data collection or focal points, at the national or local levels and in 
collaboration with civil society, for the purpose of observing and evaluating the 
phenomenon of sexual exploitation and sexual abuse of children, with due respect for the 
requirements of personal data protection.

3 Each Party shall encourage co-operation between the competent state authorities, civil 
society and the private sector, in order to better prevent and combat sexual exploitation and 
sexual abuse of children.
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Chapter IV – Protective measures and assistance to victims

Article 11 – Principles

1 Each Party shall establish effective social programmes and set up multidisciplinary structures 
to provide the necessary support for victims, their close relatives and for any person who is 
responsible for their care.

2 Each Party shall take the necessary legislative or other measures to ensure that when the 
age of the victim is uncertain and there are reasons to believe that the victim is a child, the 
protection and assistance measures provided for children shall be accorded to him or her 
pending verification of his or her age.

Article 12 – Reporting suspicion of sexual exploitation or sexual abuse

1 Each Party shall take the necessary legislative or other measures to ensure that the 
confidentiality rules imposed by internal law on certain professionals called upon to work in 
contact with children do not constitute an obstacle to the possibility, for those professionals, of 
their reporting to the services responsible for child protection any situation where they have 
reasonable grounds for believing that a child is the victim of sexual exploitation or sexual 
abuse.

2 Each Party shall take the necessary legislative or other measures to encourage any person 
who knows about or suspects, in good faith, sexual exploitation or sexual abuse of children to 
report these facts to the competent services.

Article 13 – Helplines

Each Party shall take the necessary legislative or other measures to encourage and support 
the setting up of information services, such as telephone or Internet helplines, to provide 
advice to callers, even confidentially or with due regard for their anonymity.

Article 14 – Assistance to victims

1 Each Party shall take the necessary legislative or other measures to assist victims, in the 
short and long term, in their physical and psycho-social recovery. Measures taken pursuant to 
this paragraph shall take due account of the child’s views, needs and concerns.

2 Each Party shall take measures, under the conditions provided for by its internal law, to co-
operate with non-governmental organisations, other relevant organisations or other elements 
of civil society engaged in assistance to victims.

3 When the parents or persons who have care of the child are involved in his or her sexual 
exploitation or sexual abuse, the intervention procedures taken in application of Article 11, 
paragraph 1, shall include:

– the possibility of removing the alleged perpetrator;

– the possibility of removing the victim from his or her family environment. The conditions 
and duration of such removal shall be determined in accordance with the best interests 
of the child.

4 Each Party shall take the necessary legislative or other measures to ensure that the persons 
who are close to the victim may benefit, where appropriate, from therapeutic assistance, 
notably emergency psychological care.



CETS 201 – Protection of Children against Sexual Exploitation and Sexual Abuse, 25.X.2007
__________________________________________________________________________________

6

Chapter V – Intervention programmes or measures

Article 15 – General principles

1 Each Party shall ensure or promote, in accordance with its internal law, effective intervention 
programmes or measures for the persons referred to in Article 16, paragraphs 1 and 2, with a 
view to preventing and minimising the risks of repeated offences of a sexual nature against 
children. Such programmes or measures shall be accessible at any time during the 
proceedings, inside and outside prison, according to the conditions laid down in internal law.

2 Each Party shall ensure or promote, in accordance with its internal law, the development of 
partnerships or other forms of co-operation between the competent authorities, in particular 
health-care services and the social services, and the judicial authorities and other bodies 
responsible for following the persons referred to in Article 16, paragraphs 1 and 2.

3 Each Party shall provide, in accordance with its internal law, for an assessment of the 
dangerousness and possible risks of repetition of the offences established in accordance with 
this Convention, by the persons referred to in Article 16, paragraphs 1 and 2, with the aim of 
identifying appropriate programmes or measures.

4 Each Party shall provide, in accordance with its internal law, for an assessment of the 
effectiveness of the programmes and measures implemented.

Article 16 – Recipients of intervention programmes and measures

1 Each Party shall ensure, in accordance with its internal law, that persons subject to criminal 
proceedings for any of the offences established in accordance with this Convention may have 
access to the programmes or measures mentioned in Article 15, paragraph 1, under 
conditions which are neither detrimental nor contrary to the rights of the defence and to the 
requirements of a fair and impartial trial, and particularly with due respect for the rules 
governing the principle of the presumption of innocence.

2 Each Party shall ensure, in accordance with its internal law, that persons convicted of any of 
the offences established in accordance with this Convention may have access to the 
programmes or measures mentioned in Article 15, paragraph 1.

3 Each Party shall ensure, in accordance with its internal law, that intervention programmes or 
measures are developed or adapted to meet the developmental needs of children who 
sexually offend, including those who are below the age of criminal responsibility, with the aim 
of addressing their sexual behavioural problems.

Article 17 – Information and consent

1 Each Party shall ensure, in accordance with its internal law, that the persons referred to in 
Article 16 to whom intervention programmes or measures have been proposed are fully 
informed of the reasons for the proposal and consent to the programme or measure in full 
knowledge of the facts.

2 Each Party shall ensure, in accordance with its internal law, that persons to whom intervention 
programmes or measures have been proposed may refuse them and, in the case of convicted 
persons, that they are made aware of the possible consequences a refusal might have.
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Chapter VI – Substantive criminal law

Article 18 – Sexual abuse

1 Each Party shall take the necessary legislative or other measures to ensure that the following 
intentional conduct is criminalised:

a engaging in sexual activities with a child who, according to the relevant provisions of 
national law, has not reached the legal age for sexual activities;

b engaging in sexual activities with a child where:

– use is made of coercion, force or threats; or

– abuse is made of a recognised position of trust, authority or influence over the child, 
including within the family; or

– abuse is made of a particularly vulnerable situation of the child, notably because of 
a mental or physical disability or a situation of dependence.

2 For the purpose of paragraph 1 above, each Party shall decide the age below which it is 
prohibited to engage in sexual activities with a child.

3 The provisions of paragraph 1.a are not intended to govern consensual sexual activities 
between minors.

Article 19 – Offences concerning child prostitution

1 Each Party shall take the necessary legislative or other measures to ensure that the following 
intentional conduct is criminalised:

a recruiting a child into prostitution or causing a child to participate in prostitution;

b coercing a child into prostitution or profiting from or otherwise exploiting a child for such 
purposes;

c having recourse to child prostitution.

2 For the purpose of the present article, the term “child prostitution” shall mean the fact of using 
a child for sexual activities where money or any other form of remuneration or consideration is 
given or promised as payment, regardless if this payment, promise or consideration is made 
to the child or to a third person.

Article 20 – Offences concerning child pornography

1 Each Party shall take the necessary legislative or other measures to ensure that the following 
intentional conduct, when committed without right, is criminalised:

a producing child pornography;

b offering or making available child pornography;

c distributing or transmitting child pornography;

d procuring child pornography for oneself or for another person;
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e possessing child pornography;

f knowingly obtaining access, through information and communication technologies, to 
child pornography.

2 For the purpose of the present article, the term “child pornography” shall mean any material 
that visually depicts a child engaged in real or simulated sexually explicit conduct or any 
depiction of a child’s sexual organs for primarily sexual purposes.

3 Each Party may reserve the right not to apply, in whole or in part, paragraph 1.a and e to the 
production and possession of pornographic material:

– consisting exclusively of simulated representations or realistic images of a non-existent 
child;

– involving children who have reached the age set in application of Article 18, paragraph 2, 
where these images are produced and possessed by them with their consent and solely 
for their own private use.

4 Each Party may reserve the right not to apply, in whole or in part, paragraph 1.f.

Article 21 – Offences concerning the participation of a child in pornographic 
performances

1 Each Party shall take the necessary legislative or other measures to ensure that the following 
intentional conduct is criminalised:

a recruiting a child into participating in pornographic performances or causing a child to 
participate in such performances;

b coercing a child into participating in pornographic performances or profiting from or 
otherwise exploiting a child for such purposes;

c knowingly attending pornographic performances involving the participation of children.

2 Each Party may reserve the right to limit the application of paragraph 1.c to cases where 
children have been recruited or coerced in conformity with paragraph 1.a or b.

Article 22 – Corruption of children

Each Party shall take the necessary legislative or other measures to criminalise the intentional 
causing, for sexual purposes, of a child who has not reached the age set in application of 
Article 18, paragraph 2, to witness sexual abuse or sexual activities, even without having to 
participate.

Article 23 – Solicitation of children for sexual purposes

Each Party shall take the necessary legislative or other measures to criminalise the intentional 
proposal, through information and communication technologies, of an adult to meet a child 
who has not reached the age set in application of Article 18, paragraph 2, for the purpose of 
committing any of the offences established in accordance with Article 18, paragraph 1.a, or 
Article 20, paragraph 1.a, against him or her, where this proposal has been followed by 
material acts leading to such a meeting.
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Article 24 – Aiding or abetting and attempt

1 Each Party shall take the necessary legislative or other measures to establish as criminal 
offences, when committed intentionally, aiding or abetting the commission of any of the 
offences established in accordance with this Convention.

2 Each Party shall take the necessary legislative or other measures to establish as criminal 
offences, when committed intentionally, attempts to commit the offences established in 
accordance with this Convention.

3 Each Party may reserve the right not to apply, in whole or in part, paragraph 2 to offences
established in accordance with Article 20, paragraph 1.b, d, e and f, Article 21, paragraph 1.c, 
Article 22 and Article 23.

Article 25 – Jurisdiction

1 Each Party shall take the necessary legislative or other measures to establish jurisdiction over 
any offence established in accordance with this Convention, when the offence is committed:

a in its territory; or
b on board a ship flying the flag of that Party; or
c on board an aircraft registered under the laws of that Party; or
d by one of its nationals; or
e by a person who has his or her habitual residence in its territory.

2 Each Party shall endeavour to take the necessary legislative or other measures to establish 
jurisdiction over any offence established in accordance with this Convention where the
offence is committed against one of its nationals or a person who has his or her habitual 
residence in its territory.

3 Each Party may, at the time of signature or when depositing its instrument of ratification, 
acceptance, approval or accession, by a declaration addressed to the Secretary General of 
the Council of Europe, declare that it reserves the right not to apply or to apply only in specific 
cases or conditions the jurisdiction rules laid down in paragraph 1.e of this article.

4 For the prosecution of the offences established in accordance with Articles 18, 19, 20, 
paragraph 1.a, and 21, paragraph 1.a and b, of this Convention, each Party shall take the 
necessary legislative or other measures to ensure that its jurisdiction as regards paragraph 
1.d is not subordinated to the condition that the acts are criminalised at the place where they 
were performed.

5 Each Party may, at the time of signature or when depositing its instrument of ratification, 
acceptance, approval or accession, by a declaration addressed to the Secretary General of 
the Council of Europe, declare that it reserves the right to limit the application of paragraph 4 
of this article, with regard to offences established in accordance with Article 18, paragraph 
1.b, second and third indents, to cases where its national has his or her habitual residence in 
its territory.

6 For the prosecution of the offences established in accordance with Articles 18, 19, 20, 
paragraph 1.a, and 21 of this Convention, each Party shall take the necessary legislative or 
other measures to ensure that its jurisdiction as regards paragraphs 1.d and e is not 
subordinated to the condition that the prosecution can only be initiated following a report from 
the victim or a denunciation from the State of the place where the offence was committed.
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7 Each Party shall take the necessary legislative or other measures to establish jurisdiction over 
the offences established in accordance with this Convention, in cases where an alleged 
offender is present on its territory and it does not extradite him or her to another Party, solely 
on the basis of his or her nationality.

8 When more than one Party claims jurisdiction over an alleged offence established in 
accordance with this Convention, the Parties involved shall, where appropriate, consult with a 
view to determining the most appropriate jurisdiction for prosecution.

9 Without prejudice to the general rules of international law, this Convention does not exclude 
any criminal jurisdiction exercised by a Party in accordance with its internal law.

Article 26 – Corporate liability

1 Each Party shall take the necessary legislative or other measures to ensure that a legal 
person can be held liable for an offence established in accordance with this Convention, 
committed for its benefit by any natural person, acting either individually or as part of an organ 
of the legal person, who has a leading position within the legal person, based on:

a power of representation of the legal person;
b an authority to take decisions on behalf of the legal person;
c an authority to exercise control within the legal person.

2 Apart from the cases already provided for in paragraph 1, each Party shall take the necessary 
legislative or other measures to ensure that a legal person can be held liable where the lack 
of supervision or control by a natural person referred to in paragraph 1 has made possible the 
commission of an offence established in accordance with this Convention for the benefit of 
that legal person by a natural person acting under its authority.

3 Subject to the legal principles of the Party, the liability of a legal person may be criminal, civil 
or administrative.

4 Such liability shall be without prejudice to the criminal liability of the natural persons who have 
committed the offence.

Article 27 – Sanctions and measures

1 Each Party shall take the necessary legislative or other measures to ensure that the offences 
established in accordance with this Convention are punishable by effective, proportionate and 
dissuasive sanctions, taking into account their seriousness. These sanctions shall include 
penalties involving deprivation of liberty which can give rise to extradition.

2 Each Party shall take the necessary legislative or other measures to ensure that legal persons 
held liable in accordance with Article 26 shall be subject to effective, proportionate and 
dissuasive sanctions which shall include monetary criminal or non-criminal fines and may 
include other measures, in particular:

a exclusion from entitlement to public benefits or aid;
b temporary or permanent disqualification from the practice of commercial activities;
c placing under judicial supervision;
d judicial winding-up order.

3 Each Party shall take the necessary legislative or other measures to:

a provide for the seizure and confiscation of:
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– goods, documents and other instrumentalities used to commit the offences, 
established in accordance with this Convention or to facilitate their commission;

– proceeds derived from such offences or property the value of which corresponds to 
such proceeds;

b enable the temporary or permanent closure of any establishment used to carry out any of 
the offences established in accordance with this Convention, without prejudice to the 
rights of bona fide third parties, or to deny the perpetrator, temporarily or permanently, 
the exercise of the professional or voluntary activity involving contact with children in the 
course of which the offence was committed.

4 Each Party may adopt other measures in relation to perpetrators, such as withdrawal of 
parental rights or monitoring or supervision of convicted persons.

5 Each Party may establish that the proceeds of crime or property confiscated in accordance 
with this article can be allocated to a special fund in order to finance prevention and 
assistance programmes for victims of any of the offences established in accordance with this 
Convention.

Article 28 – Aggravating circumstances

Each Party shall take the necessary legislative or other measures to ensure that the following 
circumstances, in so far as they do not already form part of the constituent elements of the 
offence, may, in conformity with the relevant provisions of internal law, be taken into 
consideration as aggravating circumstances in the determination of the sanctions in relation to 
the offences established in accordance with this Convention:

a the offence seriously damaged the physical or mental health of the victim;

b the offence was preceded or accompanied by acts of torture or serious violence;

c the offence was committed against a particularly vulnerable victim;

d the offence was committed by a member of the family, a person cohabiting with the child 
or a person having abused his or her authority;

e the offence was committed by several people acting together;

f the offence was committed within the framework of a criminal organisation;

g the perpetrator has previously been convicted of offences of the same nature.

Article 29 – Previous convictions

Each Party shall take the necessary legislative or other measures to provide for the possibility 
to take into account final sentences passed by another Party in relation to the offences 
established in accordance with this Convention when determining the sanctions.

Chapter VII – Investigation, prosecution and procedural law

Article 30 – Principles

1 Each Party shall take the necessary legislative or other measures to ensure that 
investigations and criminal proceedings are carried out in the best interests and respecting 
the rights of the child.
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2 Each Party shall adopt a protective approach towards victims, ensuring that the investigations 
and criminal proceedings do not aggravate the trauma experienced by the child and that the 
criminal justice response is followed by assistance, where appropriate.

3 Each Party shall ensure that the investigations and criminal proceedings are treated as 
priority and carried out without any unjustified delay.

4 Each Party shall ensure that the measures applicable under the current chapter are not 
prejudicial to the rights of the defence and the requirements of a fair and impartial trial, in 
conformity with Article 6 of the Convention for the Protection of Human Rights and 
Fundamental Freedoms.

5 Each Party shall take the necessary legislative or other measures, in conformity with the 
fundamental principles of its internal law:

– to ensure an effective investigation and prosecution of offences established in 
accordance with this Convention, allowing, where appropriate, for the possibility of covert 
operations;

– to enable units or investigative services to identify the victims of the offences established 
in accordance with Article 20, in particular by analysing child pornography material, such 
as photographs and audiovisual recordings transmitted or made available through the 
use of information and communication technologies.

Article 31 – General measures of protection

1 Each Party shall take the necessary legislative or other measures to protect the rights and 
interests of victims, including their special needs as witnesses, at all stages of investigations 
and criminal proceedings, in particular by:

a informing them of their rights and the services at their disposal and, unless they do not 
wish to receive such information, the follow-up given to their complaint, the charges, the 
general progress of the investigation or proceedings, and their role therein as well as the 
outcome of their cases;

b ensuring, at least in cases where the victims and their families might be in danger, that 
they may be informed, if necessary, when the person prosecuted or convicted is 
released temporarily or definitively;

c enabling them, in a manner consistent with the procedural rules of internal law, to be 
heard, to supply evidence and to choose the means of having their views, needs and 
concerns presented, directly or through an intermediary, and considered;

d providing them with appropriate support services so that their rights and interests are 
duly presented and taken into account;

e protecting their privacy, their identity and their image and by taking measures in 
accordance with internal law to prevent the public dissemination of any information that 
could lead to their identification;

f providing for their safety, as well as that of their families and witnesses on their behalf, 
from intimidation, retaliation and repeat victimisation;

g ensuring that contact between victims and perpetrators within court and law enforcement 
agency premises is avoided, unless the competent authorities establish otherwise in the 
best interests of the child or when the investigations or proceedings require such contact.
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2 Each Party shall ensure that victims have access, as from their first contact with the 
competent authorities, to information on relevant judicial and administrative proceedings.

3 Each Party shall ensure that victims have access, provided free of charge where warranted, 
to legal aid when it is possible for them to have the status of parties to criminal proceedings.

4 Each Party shall provide for the possibility for the judicial authorities to appoint a special 
representative for the victim when, by internal law, he or she may have the status of a party to 
the criminal proceedings and where the holders of parental responsibility are precluded from 
representing the child in such proceedings as a result of a conflict of interest between them 
and the victim.

5 Each Party shall provide, by means of legislative or other measures, in accordance with the 
conditions provided for by its internal law, the possibility for groups, foundations, associations 
or governmental or non-governmental organisations, to assist and/or support the victims with 
their consent during criminal proceedings concerning the offences established in accordance 
with this Convention.

6 Each Party shall ensure that the information given to victims in conformity with the provisions 
of this article is provided in a manner adapted to their age and maturity and in a language that 
they can understand.

Article 32 – Initiation of proceedings

Each Party shall take the necessary legislative or other measures to ensure that 
investigations or prosecution of offences established in accordance with this Convention shall 
not be dependent upon the report or accusation made by a victim, and that the proceedings 
may continue even if the victim has withdrawn his or her statements.

Article 33 – Statute of limitation

Each Party shall take the necessary legislative or other measures to ensure that the statute of 
limitation for initiating proceedings with regard to the offences established in accordance with 
Articles 18, 19, paragraph 1.a and b, and 21, paragraph 1.a and b, shall continue for a period 
of time sufficient to allow the efficient starting of proceedings after the victim has reached the 
age of majority and which is commensurate with the gravity of the crime in question.

Article 34 – Investigations

1 Each Party shall adopt such measures as may be necessary to ensure that persons, units or 
services in charge of investigations are specialised in the field of combating sexual 
exploitation and sexual abuse of children or that persons are trained for this purpose. Such 
units or services shall have adequate financial resources.

2 Each Party shall take the necessary legislative or other measures to ensure that uncertainty 
as to the actual age of the victim shall not prevent the initiation of criminal investigations.

Article 35 – Interviews with the child

1 Each Party shall take the necessary legislative or other measures to ensure that:

a interviews with the child take place without unjustified delay after the facts have been 
reported to the competent authorities;

b interviews with the child take place, where necessary, in premises designed or adapted 
for this purpose;
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c interviews with the child are carried out by professionals trained for this purpose;

d the same persons, if possible and where appropriate, conduct all interviews with the 
child;

e the number of interviews is as limited as possible and in so far as strictly necessary for 
the purpose of criminal proceedings;

f the child may be accompanied by his or her legal representative or, where appropriate, 
an adult of his or her choice, unless a reasoned decision has been made to the contrary 
in respect of that person.

2 Each Party shall take the necessary legislative or other measures to ensure that all interviews 
with the victim or, where appropriate, those with a child witness, may be videotaped and that 
these videotaped interviews may be accepted as evidence during the court proceedings, 
according to the rules provided by its internal law.

3 When the age of the victim is uncertain and there are reasons to believe that the victim is a 
child, the measures established in paragraphs 1 and 2 shall be applied pending verification of 
his or her age.

Article 36 – Criminal court proceedings

1 Each Party shall take the necessary legislative or other measures, with due respect for the 
rules governing the autonomy of legal professions, to ensure that training on children’s rights 
and sexual exploitation and sexual abuse of children is available for the benefit of all persons 
involved in the proceedings, in particular judges, prosecutors and lawyers.

2 Each Party shall take the necessary legislative or other measures to ensure, according to the 
rules provided by its internal law, that:

a the judge may order the hearing to take place without the presence of the public;

b the victim may be heard in the courtroom without being present, notably through the use 
of appropriate communication technologies.

Chapter VIII – Recording and storing of data

Article 37 – Recording and storing of national data on convicted sexual offenders

1 For the purposes of prevention and prosecution of the offences established in accordance 
with this Convention, each Party shall take the necessary legislative or other measures to 
collect and store, in accordance with the relevant provisions on the protection of personal data 
and other appropriate rules and guarantees as prescribed by domestic law, data relating to 
the identity and to the genetic profile (DNA) of persons convicted of the offences established 
in accordance with this Convention.

2 Each Party shall, at the time of signature or when depositing its instrument of ratification, 
acceptance, approval or accession, communicate to the Secretary General of the Council of 
Europe the name and address of a single national authority in charge for the purposes of 
paragraph 1.

3 Each Party shall take the necessary legislative or other measures to ensure that the 
information referred to in paragraph 1 can be transmitted to the competent authority of 
another Party, in conformity with the conditions established in its internal law and the relevant 
international instruments.
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Chapter IX – International co-operation

Article 38 – General principles and measures for international co-operation

1 The Parties shall co-operate with each other, in accordance with the provisions of this 
Convention, and through the application of relevant applicable international and regional 
instruments, arrangements agreed on the basis of uniform or reciprocal legislation and 
internal laws, to the widest extent possible, for the purpose of:

a preventing and combating sexual exploitation and sexual abuse of children;

b protecting and providing assistance to victims;

c investigations or proceedings concerning the offences established in accordance with 
this Convention.

2 Each Party shall take the necessary legislative or other measures to ensure that victims of an 
offence established in accordance with this Convention in the territory of a Party other than 
the one where they reside may make a complaint before the competent authorities of their 
State of residence.

3 If a Party that makes mutual legal assistance in criminal matters or extradition conditional on 
the existence of a treaty receives a request for legal assistance or extradition from a Party 
with which it has not concluded such a treaty, it may consider this Convention the legal basis 
for mutual legal assistance in criminal matters or extradition in respect of the offences 
established in accordance with this Convention.

4 Each Party shall endeavour to integrate, where appropriate, prevention and the fight against 
sexual exploitation and sexual abuse of children in assistance programmes for development 
provided for the benefit of third states.

Chapter X – Monitoring mechanism

Article 39 – Committee of the Parties

1 The Committee of the Parties shall be composed of representatives of the Parties to the 
Convention.

2 The Committee of the Parties shall be convened by the Secretary General of the Council of 
Europe. Its first meeting shall be held within a period of one year following the entry into force 
of this Convention for the tenth signatory having ratified it. It shall subsequently meet 
whenever at least one third of the Parties or the Secretary General so requests.

3 The Committee of the Parties shall adopt its own rules of procedure.

Article 40 – Other representatives

1 The Parliamentary Assembly of the Council of Europe, the Commissioner for Human Rights, 
the European Committee on Crime Problems (CDPC), as well as other relevant Council of 
Europe intergovernmental committees, shall each appoint a representative to the Committee 
of the Parties.

2 The Committee of Ministers may invite other Council of Europe bodies to appoint a 
representative to the Committee of the Parties after consulting the latter.
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3 Representatives of civil society, and in particular non-governmental organisations, may be 
admitted as observers to the Committee of the Parties following the procedure established by 
the relevant rules of the Council of Europe.

4 Representatives appointed under paragraphs 1 to 3 above shall participate in meetings of the 
Committee of the Parties without the right to vote.

Article 41 – Functions of the Committee of the Parties

1 The Committee of the Parties shall monitor the implementation of this Convention. The rules 
of procedure of the Committee of the Parties shall determine the procedure for evaluating the 
implementation of this Convention.

2 The Committee of the Parties shall facilitate the collection, analysis and exchange of 
information, experience and good practice between States to improve their capacity to 
prevent and combat sexual exploitation and sexual abuse of children.

3 The Committee of the Parties shall also, where appropriate:

a facilitate the effective use and implementation of this Convention, including the 
identification of any problems and the effects of any declaration or reservation made 
under this Convention;

b express an opinion on any question concerning the application of this Convention and 
facilitate the exchange of information on significant legal, policy or technological 
developments.

4 The Committee of the Parties shall be assisted by the Secretariat of the Council of Europe in 
carrying out its functions pursuant to this article.

5 The European Committee on Crime Problems (CDPC) shall be kept periodically informed 
regarding the activities mentioned in paragraphs 1, 2 and 3 of this article.

Chapter XI – Relationship with other international instruments

Article 42 – Relationship with the United Nations Convention on the Rights of the 
Child and its Optional Protocol on the sale of children, child prostitution 
and child pornography

This Convention shall not affect the rights and obligations arising from the provisions of the 
United Nations Convention on the Rights of the Child and its Optional Protocol on the sale of 
children, child prostitution and child pornography, and is intended to enhance the protection 
afforded by them and develop and complement the standards contained therein.

Article 43 – Relationship with other international instruments

1 This Convention shall not affect the rights and obligations arising from the provisions of other 
international instruments to which Parties to the present Convention are Parties or shall 
become Parties and which contain provisions on matters governed by this Convention and 
which ensure greater protection and assistance for child victims of sexual exploitation or 
sexual abuse.

2 The Parties to the Convention may conclude bilateral or multilateral agreements with one 
another on the matters dealt with in this Convention, for purposes of supplementing or 
strengthening its provisions or facilitating the application of the principles embodied in it.
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3 Parties which are members of the European Union shall, in their mutual relations, apply 
Community and European Union rules in so far as there are Community or European Union 
rules governing the particular subject concerned and applicable to the specific case, without 
prejudice to the object and purpose of the present Convention and without prejudice to its full 
application with other Parties.

Chapter XII – Amendments to the Convention

Article 44 – Amendments

1 Any proposal for an amendment to this Convention presented by a Party shall be 
communicated to the Secretary General of the Council of Europe and forwarded by him or her 
to the member States of the Council of Europe, any signatory, any State Party, the European 
Community, any State invited to sign this Convention in accordance with the provisions of 
Article 45, paragraph 1, and any State invited to accede to this Convention in accordance with 
the provisions of Article 46, paragraph 1.

2 Any amendment proposed by a Party shall be communicated to the European Committee on 
Crime Problems (CDPC), which shall submit to the Committee of Ministers its opinion on that 
proposed amendment.

3 The Committee of Ministers shall consider the proposed amendment and the opinion 
submitted by the CDPC and, following consultation with the non-member States Parties to this 
Convention, may adopt the amendment.

4 The text of any amendment adopted by the Committee of Ministers in accordance with 
paragraph 3 of this article shall be forwarded to the Parties for acceptance.

5 Any amendment adopted in accordance with paragraph 3 of this article shall enter into force 
on the first day of the month following the expiration of a period of one month after the date on 
which all Parties have informed the Secretary General that they have accepted it.

Chapter XIII – Final clauses

Article 45 – Signature and entry into force

1 This Convention shall be open for signature by the member States of the Council of Europe, 
the non-member States which have participated in its elaboration as well as the European 
Community.

2 This Convention is subject to ratification, acceptance or approval. Instruments of ratification, 
acceptance or approval shall be deposited with the Secretary General of the Council of 
Europe.

3 This Convention shall enter into force on the first day of the month following the expiration of a 
period of three months after the date on which 5 signatories, including at least 3 member 
States of the Council of Europe, have expressed their consent to be bound by the Convention 
in accordance with the provisions of the preceding paragraph.

4 In respect of any State referred to in paragraph 1 or the European Community, which 
subsequently expresses its consent to be bound by it, the Convention shall enter into force on 
the first day of the month following the expiration of a period of three months after the date of 
the deposit of its instrument of ratification, acceptance or approval.
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Article 46 – Accession to the Convention

1 After the entry into force of this Convention, the Committee of Ministers of the Council of 
Europe may, after consultation of the Parties to this Convention and obtaining their 
unanimous consent, invite any non-member State of the Council of Europe, which has not 
participated in the elaboration of the Convention, to accede to this Convention by a decision 
taken by the majority provided for in Article 20.d of the Statute of the Council of Europe, and 
by unanimous vote of the representatives of the Contracting States entitled to sit on the 
Committee of Ministers.

2 In respect of any acceding State, the Convention shall enter into force on the first day of the 
month following the expiration of a period of three months after the date of deposit of the 
instrument of accession with the Secretary General of the Council of Europe.

Article 47 – Territorial application

1 Any State or the European Community may, at the time of signature or when depositing its 
instrument of ratification, acceptance, approval or accession, specify the territory or territories 
to which this Convention shall apply.

2 Any Party may, at any later date, by a declaration addressed to the Secretary General of the 
Council of Europe, extend the application of this Convention to any other territory specified in 
the declaration and for whose international relations it is responsible or on whose behalf it is 
authorised to give undertakings. In respect of such territory, the Convention shall enter into 
force on the first day of the month following the expiration of a period of three months after the 
date of receipt of such declaration by the Secretary General.

3 Any declaration made under the two preceding paragraphs may, in respect of any territory 
specified in such declaration, be withdrawn by a notification addressed to the Secretary 
General of the Council of Europe. The withdrawal shall become effective on the first day of 
the month following the expiration of a period of three months after the date of receipt of such 
notification by the Secretary General.

Article 48 – Reservations

No reservation may be made in respect of any provision of this Convention, with the exception of 
the reservations expressly established. Any reservation may be withdrawn at any time.

Article 49 – Denunciation

1 Any Party may, at any time, denounce this Convention by means of a notification addressed 
to the Secretary General of the Council of Europe.

2 Such denunciation shall become effective on the first day of the month following the expiration 
of a period of three months after the date of receipt of the notification by the Secretary 
General.

Article 50 – Notification

The Secretary General of the Council of Europe shall notify the member States of the Council 
of Europe, any State signatory, any State Party, the European Community, any State invited 
to sign this Convention in accordance with the provisions of Article 45 and any State invited to 
accede to this Convention in accordance with the provisions of Article 46 of:

a any signature;

b the deposit of any instrument of ratification, acceptance, approval or accession;
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c any date of entry into force of this Convention in accordance with Articles 45 and 46;

d any amendment adopted in accordance with Article 44 and the date on which such an 
amendment enters into force;

e any reservation made under Article 48;

f any denunciation made in pursuance of the provisions of Article 49;

g any other act, notification or communication relating to this Convention.

In witness whereof the undersigned, being duly authorised thereto, have signed this 
Convention.

Done at Lanzarote, this 25th day of October 2007, in English and in French, both texts being 
equally authentic, in a single copy which shall be deposited in the archives of the Council of 
Europe. The Secretary General of the Council of Europe shall transmit certified copies to each 
member State of the Council of Europe, to the non-member States which have participated in 
the elaboration of this Convention, to the European Community and to any State invited to 
accede to this Convention.
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FOREWORD

Catherine De Bolle
Executive Director of Europol

I	am	pleased	to	introduce	the	2019	Internet	Organised	Crime	Threat	Assessment	
(IOCTA),	Europol’s	annual	presentation	of	the	cybercrime	threat	landscape,	high-
lighting	the	key	developments,	threats	and	trends,	as	seen	by	law	enforcement	
authorities	across	Europe.	As	always,	I	extend	my	gratitude	to	the	invaluable	contri-
butions	from	our	colleagues	within	European	law	enforcement	and	to	our	partners	
in	private	industry	and	academia	for	their	ongoing	support	and	input.

This	year’s	IOCTA	demonstrates	that	while	we	must	look	ahead	to	anticipate	what	
challenges	new	technologies,	legislation,	and	criminal	innovation	may	bring,	we	
must	not	forget	to	look	behind	us.	‘New’	threats	continue	to	emerge	from	vulnera-
bilities	in	established	processes	and	technologies.	Moreover,	the	longevity	of	cyber	
threats	is	clear,	as	many	long-standing	and	established	modi operandi	persist,	
despite	our	best	efforts.	Some	threats	of	yesterday	remain	relevant	today	and	will	
continue	to	challenge	us	tomorrow.

Ransomware	maintains	its	reign	as	the	most	widespread	and	financially	damaging	
form	of	cyber-attack,	while	criminals	continue	to	defraud	e-commerce	and	attack	
the	financial	sector.	Criminals	target	and	exploit	vulnerable	minors	across	the	
globe.	All	of	these	crimes	seriously	impact	the	physical,	financial	and	psychological	
safety,	security	and	stability	of	our	society	and	require	a	coherent	and	coordinated	
response	by	law	enforcement.

Cybercrime	continues	to	mature	and	become	more	audacious,	shifting	its	focus	to	
larger	and	more	profitable	targets.	To	tackle	it,	law	enforcement	must	be	equally	
audacious	in	order	to	meet	the	challenge	head-on.

To	do	so,	however,	law	enforcement	needs	the	knowledge,	tools	and	legislation	
required	to	do	so	quickly	and	effectively.	As	criminals	adapt,	law	enforcement	and	
legislators	must	also	innovate	in	order	to	stay	ahead,	and	seek	to	capitalise	on	new	
and	developing	technologies.	This	in	turn	requires	training	to	produce	the	special-
ised	capabilities	required	to	investigate	technically	challenging	or	complex	cyber-
crimes,	such	as	those	involving	the	abuse	of	cryptocurrencies	or	the	dark	web.	

Europol	is	addressing	these	challenges	with	its	Strategy	2020+.	Our	agency	is	at	
the	forefront	of	law	enforcement	innovation	and	acts	as	a	knowledge	platform	for	
the	provision	of	EU	policing	solutions	in	relation	to	encryption,	cryptocurrencies	
and	other	issues.	In	doing	so,	we	expand	the	toolbox	available	to	law	enforcement	
officers	across	Europe	and	beyond,	increasing	their	technical	and	forensic	capabil-
ities.	The	European	Cybercrime	Centre	(EC3)	at	Europol	is	the	first	port	of	call	for	
cybercrime	investigators.

This	only	enforces	the	need	for	greater	cooperation	and	collaboration	with	the	
private	sector	and	academia,	with	whom	law	enforcement	shares	the	responsibility	
for	fighting	cybercrime,	and	with	the	policy-makers	who	shape	our	society.	

The	IOCTA	continues	to	celebrate	the	many	successes	of	law	enforcement	in	the	
fight	against	cybercrime,	and	the	feats	that	can	be	achieved	from	the	synergistic	
relationships	with	its	partners	in	both	the	public	and	private	sector.	I	have	no	doubt	
that	such	relationships	will	continue	to	go	from	strength	to	strength,	but	their	full	
potential	can	only	be	realised	under	the	right	legislative	and	budgetary	conditions.	
We	can	look	forward	to	reporting	further	successes	in	the	years	to	come.
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ABBREVIATIONS

AMLD 5 5th EU Anti-Money Laundering 
Directive

APT Advanced Persistent Threat 

ATM Automated Teller Machine 

BEC Business Email Compromise

C2C Criminal to Criminal

CERT Computer Emergency Response Team

CNP Card Not Present

CPU Central Processing Unit

CSE Child Sexual Exploitation

CSEM Child Sexual Exploitation Material

DDoS Distributed Denial of Service

DMARC Domain-based message 
authentication, reporting and conformance

EBA European Banking Authority

EBF European Banking Federation

EC3 Europol’s European Cybercrime Centre

EMAS Europol Malware Analysis Solution

EMMA European Money Mule Actions

EMPACT European Multidisciplinary Platform 
Against Criminal Threats

EMV Europay, MasterCard and Visa

EPC European Payment Council

FIOD Dutch Fiscal Information and 
Investigative Service

GDPR General Data Protection Regulation

GPU Graphics Processing Unit

I2P Invisible Internet Project

ICANN Internet Corporation for Assigned 
Names and Numbers

IOCTA Internet Organised Crime Threat 
Assessment

IP Internet Protocol

IS Islamic State

JIT Joint Investigation Team

LDCA Live Distant Child Abuse

NCPF Non-Cash Payment Fraud

OCG Organised Crime Group

OSP Online Service Provider

PNR Passenger Name Record

RDP Remote Desktop Protocols

RWE Right-wing extremism

SGEM Self-Generated Explicit Material

SWIFT Society for Worldwide Interbank 
Financial Telecommunications

THB Trafficking in Human Beings

Tor The Onion Router

URL Uniform Resource Locator

VIDTF Victim Identification Task Force

VPN Virtual Private Network
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EXECUTIVE 
SUMMARY

This	annual	assessment	of	the	
cybercrime	threat	landscape	highlights	
the	persistence	and	tenacity	of	a	
number	of	key	threats.	In	all	areas,	we	
see	how	most	of	the	main	threats	have	
been	reported	previously,	albeit	with	
variations	in	terms	of	volumes,	targets	
and	level	of	sophistication.	This	is	not	
for	lack	of	action	on	the	side	of	the	
public	and	the	private	sector.	Rather,	
this	persistence	demonstrates	the	
complexity	of	countering	cybercrime	
and	the	perspective	that	criminals	only	
innovate	when	existing	modi operandi 
have	become	unsuccessful.	Therefore,	
while	much	focus	in	contemporary	
parlance	is	on	the	potential	impact	of	
future	technological	developments	
on	cybercrime,	such	as	Artificial	
Intelligence,	we	must	approach	
cybercrime	in	a	holistic	sense.	
Countering	cybercrime	is	as	much	
about	its	present	forms	as	it	is	about	
future	projections*.	New	threats	do	
not	only	arise	from	new	technologies	
but,	as	is	often	demonstrated,	come	
from	known	vulnerabilities	in	existing	
technologies.	

This	year’s	IOCTA	demonstrates	
that	for	all	cybercrime,	data	remains	
the	key	element,	both	from	a	crime	
perspective	and	from	an	investigative	
perspective.	Criminals	target	data	for	
their	crimes,	making	data	security	
with	respect	to	organisations	and	
awareness	of	consumers	all	the	more	
important.	Data	security	has	taken	

*  These were usefully explored in Europol’s recent publication “Do Criminals Dream of Electric Sheep? How Technology Shapes the Future of Crime and Law Enforcement” 
(https://www.europol.europa.eu/publications-documents/do-criminals-dream-of-electric-sheep-how-technology-shapes-future-of-crime-and-law-enforcement)

centre	stage	even	more	after	the	
implementation	of	the	General	Data	
Protection	Regulation	(GDPR).	While	it	
is	too	early	for	a	full	assessment,	the	
response	to	data	breaches	—	through	
media	headlines	and	high	fines	—	will	
potentially	have	a	positive	impact	and	
lead	to	enhanced	data	security.	

Ransomware	remains	the	top	threat	
in	this	year’s	IOCTA.	Even	though	
we	have	witnessed	a	decline	in	the	
overall	volume	of	ransomware	attacks,	
those	that	do	take	place	are	more	
targeted,	more	profitable	and	cause	
greater	economic	damage.	As	long	
as	ransomware	provides	a	relatively	
easy	income	for	cybercriminals,	
and	continues	to	cause	significant	
damage	and	financial	losses,	it	is	likely	
to	remain	the	top	cybercrime	threat.	
In	the	area	of	payment	fraud,	we	
continue	to	identify	card	not	present	
(CNP)	fraud	as	the	main	priority	—	as	
reported	by	law	enforcement	and	
confirmed	by	private	sector	reporting	
in	the	payment	fraud	arena.	Criminals	
primarily	manage	to	carry	out	CNP	
fraud	through	data	gathered	from	
data	security	breaches	and	social	
engineering.	

Data	returns	to	the	discussion	of	
other	threats	as	well.	A	crucial	priority	
reported	by	both	Member	States	
and	the	private	industry	is	Business	
Email	Compromise	(BEC).	While	
BEC	is	not	new,	it	is	evolving.	This	

scam	exploits	the	way	corporations	
do	business,	taking	advantage	of	
segregated	corporate	structures,	and	
internal	gaps	in	payment	verification	
processes.	Such	attacks	vary	by	the	
degree	of	technical	tools	used.	Some	
attacks	can	successfully	employ	only	
social	engineering,	while	others	deploy	
technical	measures	such	as	malware	
and	network	intrusion.	In	both	cases,	
data	is	again	at	the	centre	of	the	crime	
scene.	

While	using	ransomware	to	deny	
an	organisation	access	to	its	own	
data	may	be	the	primary	threat	in	
this	year’s	report,	denying	others	
access	to	that	organisation’s	data	
or	services	is	another	significant	
threat.	Distributed	Denial	of	Service	
(DDoS)	Attacks	are	yet	another	data-
focused	threat	to	cope	with.	Of	all	
the	motivations	behind	such	attacks,	
those	with	an	extortion	element	were	
overwhelmingly	the	most	prevalent.

Whereas	criminals	require	data	for	
most	of	their	crimes,	law	enforcement	
needs	access	to	relevant	data	for	
their	investigations.	Indeed,	the	
ability	of	law	enforcement	agencies	
to	access	the	data	needed	to	
conduct	criminal	investigations	is	an	
increasing	challenge.	This	is	a	result	of	
technological	developments,	such	as	
the	enhanced	use	of	encryption	which	
criminals	abuse	to	obfuscate	their	
tracks,	as	well	as	cryptocurrencies	
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to	hide	their	illicit	earnings.	However,	
inaccessibility	of	relevant	data	also	
comes	due	to	legislative	barriers	
or	shortcomings,	which	we	must	
overcome	to	enhance	cross-border	
access	to	electronic	evidence	and	
the	effectiveness	of	public-private	
cooperation	through	facilitated	
information	exchange.	

These	barriers	are	often	related	to	the	
principle	of	territoriality,	which	sets	
limits	to	the	scope	of	jurisdiction	and	
to	the	investigative	powers	which	law	
enforcement	and	judiciary	have	at	
their	disposal	under	their	national	law.	
As	a	result,	the	tools	in	the	hands	of	
investigators	and	prosecutors	do	not	
correspond	to	what	would	be	needed	
to	deal	with	data	flows,	for	which	
questions	of	territoriality	are	of	no	
relevance.	

At	the	same	time,	there	is	also	the	ever-
increasing	challenge	of	data	overload,	
as	we	can	see	in	the	area	of	online	
Child	Sexual	Exploitation	(CSE).	The	
amount	of	Child	Sexual	Exploitation	
Material	(CSEM)	detected	online	by	
law	enforcement	and	the	private	sector	
continues	to	increase.	This	increase	
puts	a	considerable	strain	on	law	
enforcement	resources	and	requires	a	
response	to	ensure	that	the	volume	of	
data	does	not	impede	law	enforcement	
authorities’	responsibility	to	conduct	
criminal	investigations	into	CSEM.	
This	is	one	example	where	innovation	
and	law	enforcement	agencies	must	
innovate	to	find	ways	to	digest	the	
increasing	volumes	of	data	coming	in.	

Related	challenges	also	demonstrate	

how	the	evolution	of	existing	threats	is	
often	a	result	of	scale.	Self-generated	
explicit	material	(SGEM)	is	more	and	
more	common,	driven	by	a	growing	
number	of	minors	with	access	to	
high-quality	smartphones.	On	top	
of	this	growing	access,	a	lack	of	
awareness	about	the	risks	on	the	side	
of	minors	exacerbates	the	problem.	At	
Europol,	through	the	organisation	of	
the	first	European	Youth	Day,	we	have	
specifically	aimed	to	enhance	minors’	
awareness	about	online	risks.	The	
online	solicitation	of	children	for	sexual	
purposes	remains	a	serious	threat,	with	
a	largely	unchanged	modus operandi in	
terms	of	grooming	and	sexual	coercion,	
demonstrating	again	the	tenacity	of	
existing	forms	of	cybercrime.		

Access	to	data	allows	criminals	to	carry	
out	various	forms	of	fraud.	Such	data	
is	also	available	on	the	dark	web,	which	
is	often	a	key	enabler	of	many	other	
forms	of	illegal	activity.	Within	this	
report,	it	once	again	becomes	evident	
how	the	dark	web	underpins	many	
crime	areas	and	how	investigators	
highlight	the	phenomenon	as	a	priority.	

Moreover,	as	the	dark	web	evolves,	
it	has	become	a	threat	in	its	own	
right,	and	not	only	as	a	medium	for	
the	sale	of	illicit	commodities	such	
as	drugs,	firearms	or	compromised	
data.	The	impact	of	law	enforcement	
action	in	this	arena	is	palpable	as	
the	environment	remains	in	a	state	
of	flux.	As	a	result,	more	coordinated	
investigation	and	prevention	actions	
targeting	the	phenomenon	are	required,	
demonstrating	the	ability	of	law	
enforcement	to	have	a	lasting	impact	

and	deterring	users	from	illicit	activity	
on	the	dark	web.

As	more	and	more	companies	
outsource	areas	of	their	business,	
such	as	moving	more	infrastructure	to	
third-party	cloud	services,	we	expect	to	
see	a	growth	in	supply	chain	attacks,	
and	the	evolution	of	such	attacks	to	
become	increasingly	complex.	This	
develops	a	clear	interdependency	
between	organisations	and	leads	to	
the	necessity	of	having	a	higher	level	of	
cybersecurity	across	the	spectrum	to	
ensure	the	minimisation	of	successful	
cybercrime	attacks.	When	an	attack	
does	occur,	being	prepared	to	respond	
rapidly	is	essential.	Therefore,	building	
on	important	steps	already	taken,	we	
need	to	continue	to	enhance	synergies	
between	the	network	and	information	
security	sector	and	the	cyber	law	
enforcement	authorities,	in	order	to	
improve	the	overall	cyber	resilience	of	
the	entire	cybersecurity	ecosystem.	

The	IOCTA	is	a	resource	for	the	
intelligence-led	deployment	of	law	
enforcement	resources.	It	also	contains	
recommendations	for	policy-makers	
and	for	the	orientation	of	further	
research	and	prevention	measures.	
The	diversity	and	complexity	of	
online	threats	is	such	the	full	range	
of	public	and	private	actors	must	
work	together	to	make	progress	in	
prevention,	legislation,	enforcement	and	
prosecution.	All	of	these	elements	are	
necessary	in	order	to	disrupt	organised	
crime	activity	and	reduce	the	online	
threat	to	businesses,	governments	and,	
above	all,	EU	citizens.
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KEY 
FINDINGS

 » While ransomware remains the top 
threat in this report, the overall volume 
of ransomware attacks has declined as 
attackers focus on fewer but more profitable 
targets and greater economic damage.

 » Phishing and vulnerable remote desktop 
protocols (RDPs) are the key primary 
malware infection vectors.

 » Data remains a key target, commodity and 
enabler for cybercrime.

 » Following the increase of destructive 
ransomware, such as the Germanwiper 
attacks of 2019, there is a growing concern 
within organisations over attacks of 
sabotage.

 » Continuous efforts are needed to further 
synergise the network and information 
security sector and the cyber law 
enforcement authorities to improve the 
overall cyber resilience and cybersecurity.

 » CNP fraud continues to be the main priority 
within payment fraud and continues to be a 
facilitator for other forms of illegal activity.

 » Skimming continues to evolve with criminals 
continuously adapting to new security measures. 

 » Jackpotting attacks are becoming more 
accessible and successful.

PAYMENT FRAUD

#1

CYBER-
DEPENDENT 
CRIME

CHILD SEXUAL 
EXPLOITATION 
ONLINE

 » The amount of CSEM detected online by law 
enforcement and the private sector continues 
to increase, putting considerable strain on law 
enforcement resources.

 » The online solicitation of children for sexual 
purposes remains a serious threat with a 
largely unchanged modus operandi.

 » SGEM is more and more common, driven 
by growing access of minors to high quality 
smartphones and a lack of awareness of  
the risks.

 » Although commercial CSE remains limited, 
live distant child abuse (LDCA) is a notable 
exception to this.
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 » Phishing remains an important tool in the 
arsenal of cybercriminals for both cyber-
dependent crime and non-cash payment  
fraud (NCPF).

 » While cryptocurrencies continue to facilitate 
cybercrime, hackers and fraudsters now 
routinely target crypto-assets and enterprises.

 » The wide array of online service providers 
(OSPs) exploited by terrorist groups presents 
a significant challenge for disruption efforts. 

 » Terrorist groups are often early adopters 
of new technologies, exploiting emerging 
platforms for their online communication and 
distribution strategies. 

 » With sufficient planning and support from 
sympathetic online communities, terrorist 
attacks can rapidly turn viral, before OSPs  
and law enforcement can respond.

THE CONVERGENCE 
OF CYBER AND 
TERRORISM

CROSS- 
CUTTING CRIME 
FACTORS

 » The dark web remains the key online enabler 
for trade in an extensive range of criminal 
products and services and a priority threat for 
law enforcement. 

 » Recent coordinated law enforcement 
activities, combined with extensive Distributed 
Denial of Service (DDoS) attacks have 
generated distrust in The onion router 
(Tor) environment. While there is evidence 
administrators are now exploring alternatives, 
it seems the user-friendliness, existing market 
variety and customer-base on Tor makes a full 
migration to new platforms unlikely just yet.

 » There are increases in single-vendor 
shops and smaller fragmented markets on 
Tor, including those catering for specific 
languages. Some organised crime groups 
(OCGs) are also fragmenting their business 
over a range of online monikers and 
marketplaces, therefore presenting further 
challenges for law enforcement.

 » Encrypted communication applications 
enhance single-vendor trade on the dark web, 
helping direct users to services and enabling 
closed communications. Although there is no 
evidence of a full business migration, there 
is a risk the group functions could become 
increasingly used to support illicit trade. 

THE CRIMINAL 
ABUSE OF THE 
DARK WEB
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RECOMMEN-
DATIONS #2

Successfully tackling major crime-as-a-service 
providers can have a clear and lasting impact. 
Law enforcement should continue focusing  
its concerted efforts into tackling such  
service providers. 
 
Enhanced cooperation and improved data 
sharing between law enforcement, computer 
security incident response teams and private 
partners will be the key to tackling complex 
cyberattacks, and allow the private sector 
to take the necessary preventative security 
measures to protect themselves and  
their customers. 

In response to major cross-border cyber-
attacks, all cooperation channels should be 
explored, including Europol’s and Eurojust’s 
support capabilities as well as legal instruments 
designed for closer cross-border cooperation 
(such as Joint investigation Teams (JITs) and 
spontaneous exchange of information) in order 
to share resources and coordinate. 

The following recommendations respond 
to the Key Findings found above in chapter 
1 and the threats described throughout 
this report. These recommendations are 
intended to support law enforcement, 
regulators and policy-makers in their 
decision-making processes. Crucially they 
are of fundamental importance in informing 
the respective European Multidisciplinary 
Platform Against Criminal Threats (EMPACT) 
priorities when setting the actions for the 
2020 Operational Action Plans for the 
three sub-areas of the EMPACT priority in 
cybercrime: cybercrime attacks against 
information systems, NCPF, and CSE online. 
These recommendations should also help 
inform research and innovation efforts and 
programmes at national and EU level.

CYBER-DEPENDENT 
CRIME

Further enhance the collaboration between the 
network and information security sector and the 
cyber law enforcement authorities by involving 
the latter in cyber resilience-related activities 
such as cyber simulation exercises.

Low-level cybercrimes such as website 
defacement should be seen as an opportunity 
for law enforcement to intervene in the criminal 
career path of young, developing cybercriminals.
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Coordinated action with the private sector and the 
deployment of new technology, including Artificial 
Intelligence, could help reduce the production 
and distribution of online CSEM, facilitate 
investigations, and assist with the processing of 
the massive data volumes associated with CSEM 
cases.

A structural educational campaign across 
Europe to deliver a consistent high-quality 
message aimed at children about online risks 
is of the utmost importance to reduce the risks 
derived from SGEM such as sexual coercion and 
extortion. 

As much CSEM, particularly that arising from 
LDCA, originates from developing countries, it is 
essential that EU law enforcement continues to 
cooperate with, and support the investigations of, 
law enforcement in these jurisdictions. 

Fighting CSE is a joint effort between law 
enforcement and the private sector and a 
common platform is needed to coordinate 
efforts and prevent a fragmented approach and 
duplicated efforts.

To prevent child sex offenders from travelling 
to third countries to sexually abuse children, EU 
law enforcement should make use of passenger 
name record (PNR) data accessible through the 
Travel Intelligence team within Europol. 

More coordinated investigation and prevention 
actions targeting the phenomenon are required, 
demonstrating the ability of law enforcement  
and deterring users from illicit activity on the  
dark web. 

The ability to maintain an accurate real-time 
information position is necessary to enable law 
enforcement efforts to tackle the dark web. The 
capability needs to enable the identification, 
categorisation, collection and advanced analytical 
processing, including machine learning and AI. 

An EU-wide framework is required to enable 
judicial authorities to take the first steps to 
attribute a case to a country where no initial link 
is apparent due to anonymity issues, thereby 
preventing any country from assuming jurisdiction 
initiating an investigation. 

Improved coordination and standardisation of 
undercover online investigations are required to 
de-conflict dark web investigations and address 
the disparity in capabilities across the EU.

PAYMENT FRAUD

CHILD SEXUAL 
EXPLOITATION ONLINE

THE CRIMINAL ABUSE 
OF THE DARK WEB

Cooperation between the public and the private 
sector as well as within the sectors is crucial 
to come to fruitful results. To this point, speedy 
and more direct access to and exchange of 
information from the private sector is essential 
for Europol and its partners.

Organisations must ensure they train their 
employees and make their customers aware of 
how they can detect social engineering and other 
scams. 
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Limiting the ability of terrorists to carry out 
transnational attacks by disrupting their flow 
of propaganda and attributing online terrorism-
related offences requires continued and 
heightened counterterrorism cooperation and 
information sharing across law enforcement 
authorities, as well as with the private sector.

Any effective measure to counter terrorist groups’ 
online propaganda and recruitment operations 
entails addressing the whole range of abused 
OSPs, especially start-ups and smaller platforms 
with limited capacity for response.

Cross-platform collaboration and a multi-
stakeholder crisis response protocol on terrorist 
content online would be essential to crisis 
management the aftermath of a terrorist attack. 

A better understanding of new and emerging 
technologies is a priority for law enforcement 
practitioners. Upcoming policy debates and 
legislative developments should take into  
account the features of these technologies in 
order to devise an effective strategy to prevent 
further abuse. 

Law enforcement and the judiciary must continue 
to develop, share and propagate knowledge on 
how to recognise, track, trace, seize and recover 
cryptocurrency assets. 

Law enforcement must continue to build trust-
based relationships with cryptocurrency-related 
businesses, academia, and other relevant private 
sector entities, to more effectively tackle issues 
posed by cryptocurrencies during investigations. 

Despite the gradual implementation of the 
Directive (EU) 2018/843 of the European 
Parliament and of the Council1 (known as AMLD 
5, 5th Anti-Money Laundering Directive) across the 
EU, investigators should be vigilant concerning 
emerging cryptocurrency conversion and cash-out 
opportunities and share any new information with 
Europol. 

THE CONVERGENCE 
OF CYBER AND 
TERRORISM

CROSS-CUTTING  
CRIME FACTORS
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INTRODUCTION

#3
The European Union Serious and 
Organised Crime Threat Assessment 
(SOCTA) 2017 identified cybercrime 
as one of the 10 priorities in the 
fight against organised and serious 
international crime2. This overarching 
category includes cybercrime attacks 
against information systems, NCPF, 
CSE online and other enabling criminal 
activities.

Aim

The	IOCTA	aims	to	inform	decision-makers	at	strategic,	
policy	and	tactical	levels	in	the	fight	against	cybercrime,	
to	direct	the	operational	focus	for	EU	law	enforcement.	
The	2019	IOCTA	will	contribute	to	the	setting	of	priorities	
for	the	2020	EMPACT	operational	action	plan	in	the	three	
above-mentioned	sub-areas	of	the	EMPACT	priority	of	cy-
bercrime,	as	well	as	cross-cutting	crime	enablers.

Scope

The	2019	IOCTA	focuses	on	the	trends	and	developments	
pertinent	to	the	above-mentioned	priority	crime	areas.	In	
addition	to	this,	the	report	will	discuss	other	cross-cutting	
factors	that	influence	or	impact	the	cybercrime	ecosystem,	
such	as	criminal	abuse	of	cryptocurrencies	and	social	
engineering.	

This	report	provides	an	update	on	the	latest	trends	and	
the	current	impact	of	cybercrime	within	Europe	and	the	
EU.	Each	chapter	provides	a	law	enforcement-centric	
view	of	the	threats	and	developments	within	cybercrime,	
based	predominantly	on	the	experiences	of	cybercrime	
investigators	and	their	operational	counterparts	from	
other	sectors.	Furthermore,	it	draws	on	contributions	from	
strategic	partners	in	private	industry	and	academia	to	
support	or	contrast	this	perspective.	The	report	seeks	to	
highlight	future	risks	and	emerging	threats	and	provides	
recommendations	to	align	and	strengthen	the	joint	efforts	
of	EU	law	enforcement	and	its	partners	in	preventing	and	
fighting	cybercrime.

 
Methodology

The	2019	IOCTA	was	drafted	by	a	team	of	Europol	analysts	
and	specialists	drawing	predominantly	on	contributions	
from	26	Member	States	and	European	third-party	members,	
the	European	Union	Cybercrime	Taskforce,	Eurojust,	
Europol’s	Analysis	Projects	Cyborg,	Dark	Web,	Terminal,	
Twins	and	the	Cyber	Intelligence	Team	of	Europol’s	
European	Cybercrime	Centre	(EC3),	via	structured	surveys	
and	feedback	sessions.	This	has	been	enhanced	with	open	
source	research	and	input	from	the	private	sector,	namely	
EC3’s	Advisory	Groups	on	Financial	Services,	Internet	
Security	and	Communication	Providers.	These	contributions	
have	been	essential	to	the	production	of	the	report.	 
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13IOCTA  2019INTRODUCTION



cyber-
dependent 
crime

 C R I M E  P R I O R I T Y 

Cyber-dependent crime can be defined as 

any crime that can only be committed using 

computers, computer networks or other forms 

of information communication technology 

(ICT). Such crimes are typically directed at 

computers, networks or other ICT resources. 

In essence, without the internet criminals 

could not commit these crimes3. It includes 

such activity as the creation and spread 

of malware, hacking to steal sensitive 

personal or industry data and denial of 

service attacks to cause financial and/or 

reputational damage. 

14 IOCTA  2019 CYBER-DEPENDENT CRIME



Ransomware evolves as it 
remains the most prominent 
threat

The	majority	of	private	sector	
reporting	indicates	that	there	was	
a	notable	decline	in	ransomware	
attacks	throughout	20184.	This	may	be	
attributable	to	a	number	of	factors:	an	
increased	awareness	among	potential	
victims	—	fuelled	by	industry	and	law	
enforcement	initiatives	to	mitigate	the	
threat	(such	as	NoMoreRansom);	the	
increasing	use	of	mobile	devices	by	
consumers	(with	most	ransomware	
targeting	Windows-based	devices);	
and	a	decline	in	the	use	of	exploit	kits	
(which	were	a	key	delivery	method).

Despite	this,	the	number	of	victims	is	
still	high,	and	ransomware	clearly	and	
overwhelmingly	retains	its	position	as	

the	top	cyber	threat	faced	by	European	
cybercrime	investigators,	the	second	
most	prominent	threat	for	the	private	
sector5,	and	one	of	the	most	common	
samples	submitted	to	the	Europol	
Malware	Analysis	Solution	(EMAS).	
Moreover,	as	long	as	ransomware	
provides	a	relatively	easy	income	
for	cybercriminals,	and	continues	to	
cause	significant	damage	and	financial	
losses,	it	is	likely	to	remain	the	top	
cybercrime	threat.

Investigators	cited	over	25	individual	
identifiable	families	of	ransomware,	
targeting	citizens,	and	private	and	
public	entities	within	Europe.	Several	
of	these	featured	more	prominently	in	
law	enforcement	reporting,	including	
the	various	versions	of	Dharma/
CrySiS, ACCDFISA, GlobeImposter, 
and	Rapid.	GandCrab,	Locky,	and	

Curve-Tor-Bitcoin-Locker	also	featured	
prominently	in	EMAS	submissions.	
While	the	Rapid	ransomware	only	
surfaced	in	January	2018,	the	other	
families,	and	many	of	the	less	
frequently	reported	families	have	
been	in	circulation	for	several	years,	
highlighting	the	persistence	of	these	
threats	once	released	into	the	wild.

Attacks shift to more valuable 
targets

Last	year	law	enforcement	began	to	
see	the	shift	from	untargeted,	scat-
tergun	attacks	affecting	citizen	and	
businesses	alike,	to	more	targeted	at-
tacks.	Both	European	law	enforcement	
and	Europol’s	private	sector	partners	
confirm	a	diminishing	number	of	ran-
somware	attacks	targeting	individual	

4.1 » KEY FINDINGS

4.2 » RANSOMWARE

 • While ransomware remains 
the top threat in this report, 
the overall volume of 
ransomware attacks has 
declined as attackers focus 
on fewer, but more profitable 
targets, and greater 
economic damage.

 • Phishing and vulnerable 
RDPs are the key primary 
malware infection vectors.

 • Data remains a key target, 
commodity and enabler for 
cybercrime.

 • Following the increase of 
destructive ransomware, 
such as the Germanwiper 
attacks of 2019, there is 
a growing concern within 
organisations over attacks 
of sabotage.

 • Continuous efforts are 
needed to further synergise 
the network and information 
security sector and the 
cyber law enforcement 
authorities to improve the 
overall cyber resilience and 
cybersecurity.
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Remote desktop protocols and 
emails remain the key infection 
methods

Such	targeted	cyber-attacks	require	
specific	tactics	to	infect	the	target	
network.	The	trend	in	the	use	of	social	
engineering	and	targeted	phishing	
emails	as	a	primary	infection	method	
continues	from	last	year.	Some	reports	
highlight	that	as	many	as	65	%	of	
groups	rely	on	spear-phishing	as	their	

Ransomware attacks against local 
and state government agencies in 
the United States:

Most visible ransomware attacks 
in 2019 were those against 
local governments, specifically 
in the United States. This trend 
commenced earlier. In 2018, a 
ransomware attack paralysed the 
city of Atlanta for several weeks 
and this only proved to be the tip 
of the iceberg. After that, already 
more than half a dozen cities and 
public services across the US 
had fallen victim to ransomware, 
on a near-monthly basis11. Other 
examples of 2019 include Baltimore 
and Florida. The Governor of 
Louisiana even declared a state 
of emergency after another local 
ransomware attack12. According to 
an extensive historical overview of 
ransomware attacks targeting local 
and state governments, based on 
public disclosures, every state in 
the US has been hit with an attack 
with the exception of Delaware and 
Kentucky13. Whether this trend will 
also become a threat to Member 
States is something to be seen, but 
the experiences in the US definitely 
function as a warning. 

case study

citizens,	and	more	attacks	specifically	
engineered	towards	individual	private	
and	public	sectors	entities.	This	is	also	
a	likely	explanation	for	the	apparent	
decline	in	the	overall	volume	of	attacks.

While	targeting	specific	companies	is	
potentially	more	labour-intensive	and	
technically	challenging,	requiring	the	
attackers	to	follow	the	cyber	kill-chain6,	
it	also	means	that	attackers	are	able	
to	pitch	the	ransom	for	decrypting	
the	victim’s	files	based	on	the	victim’s	
perceived	ability	to	pay.	For	example,	
there	are	cases	where	a	company’s	
encrypted	files	have	been	ransomed	for	
over	EUR 1 million.	

primary	infection	vector7.	The	use	of	
vulnerable	RDPs	also	continues	to	
grow.	Attackers	can	either	brute	force	
access	to	a	target’s	RDP	or	often	can	
buy	access	to	the	target	network	on	
a	criminal	forum.	In	this	area,	the	
importance	of	patching	once	again	
becomes	apparent.	In	May	2019,	for	
example,	Microsoft	published	the	
security	vulnerability	CVE-2019-0708,	
named	sometime	later	as	BlueKeep.	

An	attacker	can	exploit	this	
vulnerability	by	connecting	via	RDP	
to	the	target	machine	and	sending	
specifically	crafted	requests.	This	
particular	vulnerability	does	not	
require	either	victim	interaction	nor	
user	authentication,	allowing	any	
attacker	who	succeeds	in	exploiting	
the	vulnerability	to	execute	arbitrary	
code	on	the	compromised	machine.	
The	exploit	works	completely	filelessly,	
providing	full	control	of	a	remote	
system	without	having	to	deploy	any	
malware.	In	addition,	it	also	does	not	
require	an	active	session	on	the	target.	

Almost	one	million	devices	may	
be	vulnerable	to	this	exploit8. 
Unfortunately,	the	vast	majority	of	these	
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In January 2019, authorities from 
several US agencies, along with 
police and prosecutors from 
Belgium and Ukraine as part of a 
JIT assisted by Eurojust, seized 
the xDedic marketplace in an 
operation supported by the German 
Federal Criminal Police Office and 
Europol. Law enforcement seized 
the servers and domain names 
of the xDedic marketplace, and 
the website’s criminal activities 
stopped.

The xDedic marketplace sold 
access to compromised computers 
worldwide as well as personal data 
and operated on both the clear 
and dark web. Users of xDedic 
could search for compromised 
computer credentials by criteria, 
such as price, geographic location, 
and operating system. The victims 
came from all around the globe and 
a variety of industries, including 
local, state, and federal government 
infrastructure, hospitals, emergency 
services, major metropolitan 
transit authorities, accounting 
and law firms, pension funds, and 
universities. Authorities believe 
the website facilitated more than 
EUR 60 million in fraud.

case study

devices	will	likely	remain	unpatched,	
allowing	cybercriminals	to	include	the	
BlueKeep	vulnerability	exploitation	
attack	in	their	arsenal	to	be	used	with	
other	well-known	malicious	software,	
like	ransomware	inside	private	and	
business	networks.

While	their	use	continues	and	new	
ones	continue	to	be	developed,	exploit	
kits	did	not	feature	in	law	enforcement	
reporting	this	year.	

Sabotage: a growing fear for 
the private sector 

Another	key	development	in	the	
wake	of	attacks	such	as	NotPetya,	is	
that	many	private	sector	companies	
now	fear	not	only	‘conventional’	
ransomware	attacks,	but	also	
destructive	cyber-attacks;	acts	of	
sabotage	which	would	permanently	
erase	or	otherwise	irreversibly	damage	

company	data.	Such	concerns	are	
particularly	valid	given	the	conclusion	
that	cyberattacks	designed	to	cause	
damage	doubled	during	the	first	six	
months	of	2019,	of	those	attacked	
50 %	are	in	the	manufacturing	
sector9.	Whereas	historically	speaking	
destructive	malware	was	predominantly	
associated	with	nation-state	actors,	
since	late	2018	cybercriminals	are	
also	increasingly	incorporating	‘wiper	
elements’	as	part	of	their	attacks,	
through	new	strains	of	malware.	
GermanWiper	surfaced	during	the	
summer	of	2019	as	a	new	type	
of	ransomware	which	rather	than	
encrypting	the	victim’s	files,	rewrites	
the	content	resulting	in	the	permanent	
destruction	of	the	victim’s	data10. 
Without	back-ups,	victims	are	most	
likely	to	have	permanently	lose	 
their	data.	
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Compromised data continues 
to fuel the cybercrime engine

After	ransomware,	the	compromise	
of	data	represents	the	second-most	
prominent	cyber-threat	tackled	by	
European	cybercrime	investigators.	 
This	most	frequently	relates	to	the	
illegal	acquisition	of	financial	data,	
such	as	credit	card	information,	
online	banking	credentials	or	
cryptocurrency	wallets,	through	
means	such	as	phishing,	data	
breaches	and	information	gathering	
malware.	Such	data	is	easily	
monetisable,	either	through	its	sale	
on	the	digital	underground	or	direct	
use	in	fraud.	This	is	also	a	major	
source	to	facilitate	CNP	fraud	(see	
chapter	6).	

Second	to	financial	data,	is	personal	
data	and	other	login	credentials.	
While	not	directly	monetisable	(other	
than	through	its	sale),	such	data	

is	potentially	much	more	valuable,	
particularly	to	the	more	sophisticated	
cybercrime	gangs	who	may	have	the	
capability	to	best	exploit	it.	Criminals	
can	use	the	data	to	facilitate	other	
targeted	cyberattacks	such	as	
spear	phishing,	CEO/BEC	fraud,	
account	takeover,	business	process	
compromise	and	other	frauds,	any	
of	which	could	yield	much	more	
significant	criminal	profits.	

Most	data	breaches	yield	a	variety	
of	data	types.	One	of	the	largest	
data	breaches	of	2018	was	hotel	
giant	Marriot	International.	Over	
300	million	records	were	disclosed.	
These	records	included	data	such	
as	names,	postal	addresses,	phone	
numbers,	dates	of	birth,	gender,	email	
addresses,	passport	numbers	and	
credit	card	data.	Much	of	the	data	
was	encrypted	however.	

4.3 » DATA COMPROMISE
The Magecart group

The Magecart group, which actually 
comprises at least six distinct groups 
operating independently, has been 
active since approximately 2015. 
It came to notoriety throughout 
2018 when a number of prominent 
companies suffered massive data 
breaches. One breach alone resulted 
in the compromise of over 380 000 
credit card details and a fine for the 
company of over GBP 183 million 
under GDPR14.

The groups share a common modus 
operandi — attacking shopping cart 
platforms or third-party services 
used by e-commerce websites by in-
jecting code that allows them to skim 
sensitive customer data; a technique 
known as formjacking. 

The above illustration demonstrates 
the process of how the crime takes 
place step by step, from its inception 
until the attackers receive payment 
information.

criminal case study
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The growing threat from within 

The	threat	from	malicious	insider	
activity	is	an	increasing	concern	for	
financial	institutions,	according	to	
Europol’s	private	sector	partners,	some	
of	whom	rank	insider	threats	as	the	
third-most	significant	threat	actors.	
The	potential	impact	of	such	attacks	
made	apparent	by	a	number	of	attacks	
publicised	in	2019,	such	as	the	attacks	
on	US	telecoms	company	AT&T,	where	
insiders	allegedly	took	bribes	to	unlock	
more	than	2	million	devices	and	planted	
malware	on	the	company	network15. 

The	threat	from	such	attacks	is	
amplified	where	the	malicious	insider	
works	for	a	third-party	service	provider,	
who	may	have	access	to	the	data	
of	multiple	companies	and	their	
customers.	Such	was	the	case	with	
the	Capital	One	breach,	where	a	former	
employee	of	Amazon	Web	Services	is	
suspected	of	accessing	data	belonging	
to	106	million	Capital	One	customers	
stored	on	Amazon’s	Simple	Storage	
Servers	(S3)16. 

GDPR implemented but more 
time needed to evaluate impact

Closely	connected	to	the	crucial	
threat	of	data	compromise	is	the	
implementation	of	the	GDPR.	Perhaps	
one	of	the	most	anticipated	pieces	
of	legislation	of	the	last	few	years,	
one	year	after	entering	into	effect,	
many	stakeholders	demonstrated	a	
welcomed	eagerness	to	take	stock	
of	the	developments	and	to	gauge	
the	impact	of	the	legislation.	In	terms	
of	available	figures,	the	International	
Association	of	Privacy	Professionals	
(IAPP)	appears	to	have	developed	one	
of	the	most	comprehensive	overviews	
of	the	numbers	pertaining	to	the	GDPR	
one-year	anniversary.	

Others	describe	how,	despite	the	
passage	of	a	year,	we	are	too	early	in	
the	process	to	evaluate	the	impact	
of	the	legislation17.	Yet,	momentum	
is	essential	and	some	write	‘[i]n	the	
absence	of	large	headlines	about	
closed	investigations	that	result	in	
enormous	fines,	one	of	the	questions	

Supply Chain Attacks 

A clear and growing concern for 
Europol’s private sector partners was 
attacks directed at them through 
the supply chain, i.e. the use of 
compromised third parties as a 
means to infiltrate their network. 
Often this will be suppliers of third-
party software or hardware, but 
also other business services. Large 
companies may have a multitude 
of third-party suppliers, some with 
which they have a high degree of 
connectivity, each bringing its own 
risk. Such risks are similarly incurred 
when a larger company acquires 
a smaller company which may 
have lower cybersecurity maturity. 
Such was the case in the Marriot 
International breach.

Several partners have even indicated 
that supply chain attacks are 
considered to be the highest risk 
to their business. Some industry 
reporting indicate that supply chain 
attacks increased by 78 % in 201823.

Such attacks are becoming more 
complex, with compromised fourth 
or even fifth party suppliers exploited 
in multi-tier supply chain attacks24. 
Moreover, many companies are 
becoming increasingly reliant on 
third-party services such as the cloud.

industry insight

As hardware and software manufacturing supply chains 
become ever more extended, the cybersecurity of some 
extremely important targets will become dependent upon 
the weakest link in this chain. Due diligence and sound 
engineering processes must be a part of any Secure 
Development Life Cycle.

―  P R O F E S S O R  A L A N  W O O D WA R D,  U N I V E R S I T Y  O F  S U R R E Y,  U K
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Operation ShadowHammer 

In January 2019, Kaspersky Lab 
discovered that a server for a 
live software update tool for 
users of ASUS products had 
been compromised by attackers 
and that an estimated 500 000 
Windows machines had received 
a compromised file that effectively 
acted as a backdoor to the devices 
for the attackers. The malicious file 
was signed with legitimate ASUS 
digital certificates to make it appear 
to be an authentic software update 
from the company.

However, the malware was 
designed to only activate on about 
600 unique machines, based on 
their MAC addresses, indicating 
that despite the number of affected 
machines, the attack was extremely 
targeted25. 

criminal case study

about	GDPR	now	is	whether	companies	
will	become	complacent	and	
downscale	their	privacy	programs18‘.	At	
the	time	of	its	one-year	anniversary,	the	
largest	fine	issued	—	to	Google	—	did	
not	concern	a	data	security	breach,	
rather	the	French	Data	Protection	
Authority	issued	the	fine	because	of	the	
processing	of	data	by	the	company.	

After	the	passage	of	the	one-year	
anniversary	mark,	however,	at	
least	two	companies	received	a	
‘headline’	fine.	The	United	Kingdom’s	
Information	Commissioner’s	Office	
(ICO)	issued	its	biggest	penalties	to	
date	when	it	fined	British	Airways	for	
GBP 183 million19	and	the	Marriott	for	
nearly	GBP 100 million20.	The	fines	are	
perceived	as	a	wake-up	call	to	improve	

means	of	data	security	on	the	side	of	
companies	that	handle	customer	data.	
In	this	sense,	the	impact	of	such	an	
action	based	on	legislation	such	as	
GDPR	could	be	significant;	especially	
the	public	coverage	of	the	development	
can	lead	to	improved	security	
practices.	Previous	research	with	
regard	to	investment	in	cybersecurity	
demonstrates	the	value	of	incidents	in	
terms	of	enhancing	security	practices	
of	companies21.	The	magnitude	of	the	
fine	combined	with	increasing	public	
awareness	of	the	impact	of	data	
compromise	must	act	as	a	strong	
incentive	for	boards	to	closely	examine	
their	cybersecurity	posture.	At	the	same	
time,	high	fines	could	also	backfire,	as	
it	could	bring	the	potential	for	GDPR	
extortion	back	into	the	discussion22. 
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4.4 » DDoS ATTACKS

While	denying	a	public	or	private	sector	entity	access	
to	its	own	data	may	be	the	primary	threat	in	this	
year’s	report,	denying	others	access	to	that	entity’s	
data	or	services	was	the	third	most	significant	threat	
highlighted	by	European	cybercrime	investigators.	Of	
all	the	motivations	behind	such	attacks	those	with	
an	extortion	element	were	overwhelmingly	the	most	
prevalent.	

It’s all about the money…

As	in	last	year’s	report,	while	extortion	was	the	primary	
motivation	behind	DDoS	attacks	reported	to	European	
law	enforcement,	attacks	of	an	ideological/political	
nature	were	also	common,	as	were	attacks	without	an	
apparent	motive	and	which	appeared	purely	malicious. 
 
Where	stated,	the	most	commonly	identified	
targets	were	financial	institutions,	and	public	sector	
entities	such	as	police	or	local	governments.	Other	
targets	included	the	likes	of	travel	agents,	internet	
infrastructure,	and	services	related	to	online	gaming. 
 
No honour among thieves

Interestingly,	not	only	‘legitimate’	enterprises	are	
targets	for	DDoS	attacks.	Anyone	familiar	with	any	
Darknet	market	listing	service,	such	as	the	now	defunct	
DeepDotWeb,	will	know	that	markets	are	typically	
listed	with	an	‘uptime’,	with	the	primary	reasons	for	
downtimes	being	DDoS	attacks.	Hidden	services	
are	more	vulnerable	to	DDoS	attacks	due	to	traits	
associated	with	the	Tor	browser	itself.	In	early	2019	

Memcached amplification 
attacks28

2018 witnessed the two 
largest DDoS attacks seen 
to date, using a previously 
unknown amplification 
technique. Memcache is an 
open-source application that 
can be used to store small 
chunks of arbitrary data; its 
purpose to help websites and 
applications load content 
faster. Social networks and 
other content providers 
commonly use it.

By spoofing the targets 
IP address, exposed 
memcached-enabled servers 
can be used to mount a UDP-
based reflection attack, with 
an amplification factor of over 
50 00029. 

Such was the case in February 
of 2018, when two record 
breaking DDoS attacks of 
1.35 terabytes per second 
and 1.7 terabytes per second 
were launched against attack 
against code depository 

GitHub, and an unnamed 
United States-based website 
respectively. Attacks in 
2019, however, trumped 
these figures. At the start 
of 2019, Imperva’s DDoS 
Protection Service mitigated 
a DDoS attack against one 
of its clients which crossed 
the 500 million packets per 
second (mpps) mark. That 
is more than four times the 
volume of packets sent at 
GitHub in 2018. In addition, 
the company believed at the 
time, it was the largest PPS 
attack publicly disclosed30. In 
April 2019, this belief became 
obsolete, as Imperva recorded 
an even larger attack against 
its clients of 580 mpps. 
These DDoS attacks have 
serious consequences as 
they paralyse organisations, 
including parts of critical 
infrastructure such as banks, 
as well as continuously 
forcing them to increase their 
mitigation capacity to ensure 
business continuity. 

criminal case study
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the	three	largest	Darknet	markets	were	
all	under	intense	and	prolonged	DDoS	
attacks,	with	the	moderators	of	Dream	
Market	allegedly	being	extorted	for	
USD 400 000	(≈	EUR 356	000),	showing	
that	anyone	vulnerable	to	such	attacks	
and	with	the	means	to	pay	is	fair	game	
to	a	DDoS	extortionist26. 

 
Operation Power Off  
has significant and lasting 
impact on DDoS-as-a-service 

Operation	Power	Off	was	executed	in	
April	2018,	led	by	the	Dutch	Police	and	
the	UK’s	National	Crime	Agency,	and	
supported	by	Europol	and	a	dozen	law	
enforcement	authorities	from	around	
the	world.	The	operation	resulted	in	
the	takedown	of	webstresser.org	—	
considered	at	the	time	to	be	one	of	
the	world’s	largest	marketplaces	for	
hiring	DDoS	services	—	with	over	150	
000	registered	users,	and	the	source	of	
4	million	attacks.	A	year	later	and	the	
success	of	the	operation	still	resonates.	
Moreover,	the	activity	continues	as	
several	law	enforcement	authorities	
pursue	the	users	of	these	services,	and	
target	other	DDoS-for-hire	services27.

DDoS attacks were one of the 
most prominent threats reported to 
Europol by its private sector partners, 
superseded only by phishing and 
other social engineering attacks, and 
ransomware.

Despite a noted decline in attacks by 
several banks following Operation 
Power Off, many banks report that 
DDoS attacks remain a significant 
problem, resulting in the interruption 
of online bank services, creating more 
of a public impact rather than direct 
financial damage. 

Such attacks typically originate from 
low-capability actors, who can still 
leverage easily accessible DDoS-for-
hire services that exploit booters/
stressers. While most attacks can 
be successfully mitigated, emerging 
DDoS techniques which may be 
significantly harder to defend against, 
such as memcached attacks, are a 
concern for the financial sector.

industry insight

4.5 » ATTACKS 
ON CRITICAL 
INFRASTRUCTURE

The	fourth	cyber	threat	highlighted	by	
European	cybercrime	investigators	
was	attacks	that	disrupt	or	subvert	the	
internal	functions	of	one	or	more	critical	
infrastructures.	Predictably,	there	is	some	
overlap	between	these	attacks	and	some	
of	the	attack	tools	earlier	in	this	chapter,	
i.e.	these	attacks	may	have	involved	
DDoS	or	cryptoware,	but	these	cases	
focus	on	attacks	where	the	primary	
motive	was	to	attack	the	infrastructure	
itself.	

Law enforcement is increasingly 
responding to attacks on critical 
infrastructure 
 
This	year	law	enforcement	appears	to	
have	become	involved	in	a	much	wider	
variety	of	investigations	into	attacks	on	
critical	infrastructures,	including	attacks	
on	the	energy,	transport,	water	supply,	
and	health	sectors.	It	is	not	possible	to	
say	whether	this	is	due	to	an	increasing	
number	of	attacks,	or	simply	the	growing	
involvement	of	law	enforcement	in	
such	investigations.	Attacks	on	these	
infrastructures	by	financially	motivated	
criminals	remain	unlikely,	as	such	attacks	
draw	the	attention	of	multiple	authorities	
and	as	such	pose	a	disproportionate	risk.	
The	most	likely	potential	perpetrators	
include	nation	states	as	well	as	script	
kiddies.	The	accessibility	of	crime	as	a	
service	allows	such	attackers	to	carry	out	
potentially	destructive	attacks.
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Emergency Response Protocol 
developed to improve cyber 
preparedness

The	coordinated	response	to	large-
scale	cyber-attacks	remain	a	key	
challenge	to	effective	international	
cooperation	in	the	cybersecurity	
ecosystem.	The	development	of	
the	EU	Blueprint	for	Coordinated	
Response	to	Large-Scale	Cross-Border	
Cybersecurity	Incidents	and	Crises	
(Blueprint)	and	especially	the	EU	Law	
Enforcement	Emergency	Response	
Protocol	have	significantly	improved	
the	cyber	preparedness	by	shifting	
away	from	incongruent	incident-driven	
and	reactive	response	measures	and	
acting	as	critical	enablers	for	rapid	
response	capabilities	that	support	
cyber	resilience.	Furthermore,	such	
standardised	procedures	facilitate	the	
multi-stakeholder	coordination	and	
ensure	effective	de-confliction	between	
the	different	national	competent	

authorities,	international	bodies	and	
relevant	private	partners.	Since	law	
enforcement	play	a	crucial	role	in	
investigating	such	cyber-attacks	(e.g.	
electronic	evidence	collection,	technical	
attribution,	prosecution	of	suspects,	
etc.),	their	early	involvement	in	the	
emergency	response	to	cybersecurity	
incidents	or	crises	of	a	suspected	
malicious	nature	is	essential.	Their	
proactive	participation	in	cyber	
resilience-related	activities	such	as	
cyber	simulation	exercises	is	also	
indispensable	as	such	collaboration	
raises	awareness	of	the	roles,	
responsibilities	and	capabilities	of	each	
actor	and	increase	the	level	of	trust.	In	
terms	of	next	steps,	it	is	crucial	for	the	
Blueprint	to	be	operationalised,	while	
ensuring	alignment	and	de-confliction	
among	the	different	procedures	within	
the	EU’s	crisis	response	architecture,	
especially	the	EU’s	Hybrid	Threats	
framework31. 
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In March 2019, Norwegian 
company Norsk Hydro AS — 
renewable energy supplier and one 
of the world’s largest aluminium 
producers — was compromised 
by the LockerGoga ransomware 
in a targeted cyber-attack. The 
attack affected large parts of the 
business, resulting in production 
stoppages in Europe and the 
USA. Projected costs for the 
company are up to NOK 350 million 
(≈EUR 35 million).

LockerGoga currently targets 
multiple industries with targeted 
attacks36.

criminal case study
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Financial sector increasingly hit 
by APT-style cybercrime gangs 

Another	area	of	concern,	highlighted	
by	both	European	law	enforcement	
and	Europol’s	private	sector	partners,	
is	attacks	directed	at	internal	networks	
within	the	financial	sector.	There	are	a	
growing	number	of	cases	of	complex	
attacks	on	banks	by	sophisticated	
cyber-crime	gangs	employing	Advanced	
Persistent	Threat	(APT)-style	tactics	to	
take	control	over	certain	aspects	of	a	
bank’s	internal	network.	Such	attacks	
can	manipulate	internal	fund	transfer	
systems,	such	as	those	interfacing	with	
the	SWIFT	network,	in	order	to	make	
illicit	payments,	or	take	control	of	card	
processing	systems	to	allow	mass	
cash-outs	at	ATMs.	

Financially	motivated	criminal	APT-style	
groups	such	as	Cobalt,	MoneyTaker,	
and	Silence	largely	carry	out	such	
attacks32.	In	some	instances	however,	
nation	states	are	involved,	such	as	in	
the	case	of	the	Lazarus	group.	This	APT	
group,	which	has	ties	to	North	Korea,	
was	allegedly	responsible	for	over	half	
a	billion	USD	in	cryptocurrency	thefts	
since	201733,	and	ongoing	attacks	
against	banks	in	South	East	Asia34. 

Cryptocurrency	exchanges	continue	to	
be	a	magnet	for	financially	motivated	
hacking	groups.	In	2018,	over	USD	1	
billion	in	cryptocurrencies	were	stolen	
from	exchanges	and	other	platforms	
worldwide35.

Such	attacks	not	only	result	in	huge	
criminal	profits,	but	cause	severe	
reputational	damage	to	the	victims	and	
undermine	confidence	in	the	financial	
sector	as	a	whole.

4.6 » WEBSITE 
DEFACEMENT

Defacing websites — a gateway 
to more serious cybercrime

While	not	a	top	priority	for	any	individual	
country,	collectively	a	significant	
number	of	European	states	have	
highlighted	simple	website	defacement	
as	one	of	the	priorities	for	their	
jurisdiction.	This	implies	that	such	
activity,	while	low	impact,	is	sufficiently	
common	to	result	in	a	significant	
number	of	cases	and	commands	a	
corresponding	proportion	of	limited	law	
enforcement	resources.

The	motive	behind	such	attacks	varies,	
but	is	typically	for	political/ideological	
reasons,	or	without	purpose	and	purely	
malicious.	The	latter	likely	represents	
budding	cybercriminals	testing	their	
capabilities.	

The	reason	this	crime	area	has	been	
highlighted	as	a	key	threat	is	that	by	
investigating	these	attacks,	it	provides	
law	enforcement	the	opportunity	to	
intervene	with	the	perpetrators	at	an	
early	stage	in	their	cybercrime	career.	
This	could	be	a	pivotal	moment	in	
preventing	them	from	pursuing	a	career	
in	cybercrime,	which	is	the	foundation	
of	many	national	cybercrime	prevention	
campaigns.	
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4.7 » WHAT HAPPENDED TO...?

DATA STEALING/MANIPULATING MALWARE

For	the	second	year	running,	data	stealing	malware	did	not	feature	
prominently	in	law	enforcement	reporting,	with	only	two	Member	
States	stating	it	as	a	priority.	What	industry	reporting	highlighted,	
is	that	criminals	use	some	banking	Trojans,	particularly	those	with	
a	modular	and	therefore	variable	functionality,	such	as	Emotet	and	
Trickbot,	more	for	their	network	intrusion	and	malware	delivery	
capabilities	than	simply	their	data-stealing	capacity37.	In	some	 
cases,	criminals	use	such	malware	to	install	other	malware,	 
including	ransomware.	

Some	of	Europol’s	private	sector	partners	report	that	banking	
Trojans	remain	a	moderate	threat	and	indeed	they	were	submitted	
as	samples	to	Europol’s	EMAS	in	significant	numbers.	While	losses	
from	banking	Trojan	activity	against	customers	are	at	an	all-time	
low,	the	ability	of	this	malware	to	affect	network	hygiene	remains	a	
key	concern.	Banking	Trojan	veterans	Dridex,	Trickbot	and	Gozi	still	
present	the	most	significant	banking	threats,	with	some	new	Trojans	
such	as	BackSwap	also	now	coming	to	the	fore.	Moreover,	some	
malware	families,	such	as	Retefe,	had	a	revival	throughout	2018	and	
2019,	highlighting	that	while	the	popularity	and	prevalence	of	data	
gathering	malware	and	banking	Trojans	may	have	declined,	their	
development	and	refinement	continues	within	certain	cyber	OCGs.

CRYPTOMINING

Last	year	we	highlighted	a	massive	surge	in	cryptomining;	both	
passive	cryptomining	through	scripts	running	in	a	victim’s	internet	
browser	and	more	intrusive	cryptojacking	malware.	Both	techniques	
exploit	a	victim’s	processing	power	without	their	permission	to	mine	
cryptocurrencies	—	typically	Monero.	The	size	of	this	surge	varies	
wildly	across	industry	reporting	but	the	veracity	of	the	trend	is	almost	
unanimous.	Some	reports	also	attribute	the	decline	in	ransomware	to	
attackers	shifting	to	stealthier	cryptojacking	attacks38. 

Despite	this,	and	despite	some	submissions	of	crypto-related	
malware	to	Europol’s	EMAS,	we	found	no	representation	of	this	
phenomenon	in	law	enforcement	reporting	from	2018.	This	is	likely	
due	to	its	comparatively	low	impact	(in	most	cases)	compared	to	
other	cyber	threats.	Apart	from	the	occasional	exceptional	case,	
cryptomining	is	likely	to	remain	a	low-priority	threat	for	EU	law	
enforcement.

The	closure	of	Coinhive	in	March	2019	has	led	to	a	decline	in	the	
instances	of	browser-based	cryptomining.	However,	attacks	against	
public	and	private	sectors	entities	not	only	continue,	but	continue	
to	evolve	(see	also	9.4).	There	are	reports	of	cryptojacking	malware	
both	going	‘file-less39’,	and	incorporating	the	Eternal	Blue	exploit	in	
order	to	adopt	worm-like	spreading	properties40.

CYBER-DEPENDENT CRIME26 IOCTA  2019



4.8 » FUTURE THREATS AND DEVELOPMENTS

The	majority	of	attacks	rely	on	existing	modi operandi and	
benefit	from	known	vulnerabilities.	Often,	existing	attacks	will	
spread	to	previously	untapped	victims,	such	as	ransomware	
targeting	data	centres	or	backup	servers,	and	existing	
attack	tools	will	continue	to	evolve,	such	as	banking	Trojans	
routinely	incorporating	self-propagating	worm	functionality.	

New	threats	do	not	only	arise	from	new	technologies	but,	as	
is	often	demonstrated,	come	from	pre-existing	vulnerabilities	
in	pre-existing	technologies.	For	example,	Memcached	
was	first	released	in	200341	and	yet	the	first	DDoS	attack	
exploiting	it	only	occurred	15	years	later.	

As	more	and	more	companies	outsource	areas	of	their	
business,	we	expect	to	see	a	growth	in	supply	chain	attacks,	
and	the	evolution	of	such	attacks	to	become	increasingly	
complex.	Cloud	services	pose	a	particular	risk	in	this	regard,	
as	one	company	is	likely	to	store	the	data	for	multiple	clients,	
marking	itself	as	a	valuable	target	for	financially	motivated	
criminals	and	having	a	major	impact	if	compromised.	

While	attacks	on	internal	bank	systems,	which	may	interface	
with	the	SWIFT	network,	may	have	been	mitigated	by	banks	

*  51 % attacks can hypothetically occur when attackers control 51 % of the blockchain hashing power and can effectively double spend cryptocurrencies by reversing 
transactions.

that	have	implemented	the	SWIFT	recommended	security	
program,	it	is	not	unlikely	that	sophisticated	attackers	could	
identify	other	upstream	applications	that	generate	transfers	
and	similarly	exploit	those	in	a	comparable	fashion.	

Various	entities	within	the	cryptocurrency	ecosystem	have	
presented	themselves	as	profitable	targets	for	competent	
cybercriminals.	As	the	trend	of	crimes	that	traditionally	
target	fiat	currencies	evolving	to	targeting	cryptocurrencies	
continues,	we	will	see	more	financially	motivated	APT-
style	cybercrime	gangs	shift	their	focus	to	any	entity	with	
large	cryptocurrency	assets42	—	hacking	exchanges	and	
manipulating	the	Blockchain	with	51	%	attacks*.

In	early,	2019,	Internet	Corporation	for	Assigned	Names	and	
Numbers	(ICANN)	issued	a	warning	over	an	‘ongoing	and	
significant	risk	to	key	parts	of	the	Domain	Name	System	
(DNS)	infrastructure’.	The	warning	relates	to	attacks	with	
the	potential	to	see	data	in	transit,	redirect	traffic	or	allow	
attackers	to	‘spoof’	specific	websites.	It	is	likely	that	either	
further	existing,	ongoing	attacks	on	the	DNS	infrastructure	
will	come	to	light,	or	that	a	new	incident	will	occur.	

MOBILE MALWARE

Despite	a	large	number	of	mobile	malware	submissions	to	
Europol’s	EMAS,	once	again	mobile	malware	featured	only	
marginally	in	law	enforcement	reporting	for	2018,	although	
there	was	still	an	increase	in	reporting	from	the	previous	
year.	What	law	enforcement	reported,	related	to	data	stealing	
malware,	ransomware,	and	cryptomining	malware,	and,	as	in	
previous	years,	this	largely	related	to	Android	phones.	Private	
sector	comments	—	from	both	Europol’s	private	sector	
partners,	and	industry	reporting	—	mirrored	this.	The	latter	
highlighted	parallel	trends	in	mobile	malware,	such	as	the	
expansion	of	cryptomining	malware	and	a	general	decline	in	
ransomware43.	Other	mobile	threats,	such	as	banking	Trojans	
continue	to	grow	though,	capitalising	on	the	increase	in	
m-banking.

CYBER-DEPENDENT CRIME 27IOCTA  2019



The biggest cybercrime threat of the future may be familiar to 
us already. The major threats we face today, such as ransomware 
or business email compromise, have been around for years. 
While we may see something quite novel, it’s more likely that 
cybercriminals will continue refining attacks that have been 
shown to work, even relatively unsophisticated frauds that 
leverage social engineering for great monetary gain.

―  D R  J O N AT H A N  LU S T H A U S ,  U N I V E R S I T Y  O F  O X F O R D,  U K 

4.9 » RECOMMENDATIONS

Successfully	tackling	major	crime-as-a-service	providers	can	
have	clear	and	lasting	impact.	Law	enforcement	should	continue	
focusing	its	concerted	efforts	into	tackling	such	service	providers.

Enhanced	cooperation	and	improved	data	sharing	between	law	
enforcement,	computer	security	incident	response	teams	and	
private	partners	will	be	key	to	tackling	complex	cyberattacks	and	
will	allow	the	private	sector	to	take	the	necessary	preventative	
security	measures	to	protect	themselves	and	their	customers.	

In	response	to	major	cross-border	cyber-attacks,	all	cooperation	
channels	should	be	explored,	including	the	support	capabilities	
of	Europol	and	Eurojust	and	legal	instruments	designed	for	
closer	cross-border	cooperation	(such	as	JITs	and	spontaneous	
exchange	of	information)	in	order	to	share	resources	and	
coordinate.

Further	enhance	the	collaboration	between	the	network	and	
information	security	sector	and	cyber	law	enforcement	authorities	
by	involving	the	latter	in	cyber	resilience-related	activities	such	as	
cyber	simulation	exercises.

Low-level	cybercrimes	such	as	website	defacement	should	be	
seen	as	an	opportunity	for	law	enforcement	to	intervene	in	the	
criminal	career	path	of	young,	developing	cybercriminals.	
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child sexual 
exploitation 
online

 C R I M E  P R I O R I T Y 

#5

Online CSE refers to the sexual abuse and 

exploitation of children via the internet. 

Whereas the sexual abuse or exploitation 

very much takes place in the physical 

world, the subsequent sharing of images and 

videos depicting this abuse significantly 

aggravates the impact of this crime. The 

amount of online CSEM is staggering and 

continues to increase. As the number of young 

children accessing the internet grows, and 

offenders become more aware of anonymisation 

techniques, law enforcement authorities and 

industry partners fighting these disturbing 

crimes continue to face considerable 

challenges.



The	amount	of	detected	online	CSEM	
continues	to	increase,	as	is	reported	
by	both	law	enforcement	authorities	
and	industry	partners44.	This	has	a	
serious	impact	on	victims,	who	are	
repeatedly	victimised	every	time	such	
pictures	or	videos	are	shared.	Out	of	
19	Member	States	who	responded	
to	this	question,	10	have	seen	an	
increase	in	this	criminal	activity,	
with	the	other	9	believing	the	online	
distribution	of	CSEM	has	remained	
relatively	stable.	5	out	of	7	third	
partners	also	see	an	increase	in	this	
activity.	

Referrals	from	industry	and	third	
country	partners	have	reached	record	
highs,	putting	a	serious	strain	on	
the	capacity	of	law	enforcement	
authorities	in	the	EU	to	investigate	
these	crimes.	At	least	18	Member	
States	received	referrals	from	
the	USA	through	Europol	and	all	
Member	States	received	referrals	
from	Canada	through	Europol.	Many	
of	the	referrals	from	the	USA	come	
via	law	enforcement	partners	from	
the	National	Center	for	Missing	and	
Exploited	Children,	an	NGO	that	
collects	reports	of	online	CSEM.	
Electronic	service	providers	in	the	
USA	are	obliged	to	report	content	or	

links	that	involve	CSEM.

In	2017,	Europol	handled	44 000	
referrals	from	the	USA	for	18	Member	
States,	increasing	to	190 000	in	2018.	
In	June	2019,	the	number	of	referrals	
had	already	reached	170 000.	
Referrals	from	Canada	have	seen	a	
similar	trend,	increasing	from	6 000	
for	all	28	Member	States	in	2018	to	
a	current	conservative	prediction	of	
24 000	in	all	of	2019	for	the	same	
number	of	countries.	Moreover,	there	
are	currently	over	46 million	unique	
images	or	videos	relating	to	CSEM	in	
Europol’s	repository45.

The	vast	majority	of	online	CSEM	is	
detected	on	image	host	websites	on	
the	open	web,	with	the	Netherlands	
continuing	to	be	the	main	hosting	
country46.	Offenders	keep	using	a	
number	of	ways	to	disguise	online	
CSEM,	making	it	more	complicated	
for	law	enforcement	authorities	to	
detect	such	images	and	videos.		
Although	online	distribution	of	CSEM	
continues	to	take	place	via	a	variety	
of	platforms,	peer-to-peer	sharing	
remains	among	the	most	popular	
way	among	perpetrators	to	share	
CSEM.	This	includes	both	one-on-one	
communication	and	larger	groups.

5.1 » KEY FINDINGS

5.2 » ONLINE DISTRIBUTION OF CSEM

 • The amount of CSEM 
detected online by law 
enforcement and the private 
sector, continues to increase, 
putting a considerable 
strain on law enforcement 
authorities’ resources.

 • The online solicitation of 
children for sexual purposes 
remains a serious threat, 
with a largely unchanged 
modus operandi.

 • SGEM is more and more 
common, driven by growing 
access of minors to high 
quality smartphones and a 
lack of awareness about the 
risks.

 • Although commercial CSE 
remains limited, LDCA is a 
notable exception to this.

Over the course of two weeks in 
May 2019, Europol hosted the sixth 
Victim Identification Taskforce 
(VIDTF 6), an exercise where 
experts from Member States 
gather to analyse CSEM in order to 
identify victims and perpetrators. 
The taskforce continues to expand 
annually, with 34 experts from 24 
countries, supported by INTERPOL 
specialists, and intelligence 
analysts from Europol staff. 

During VIDTF 6, 466 new datasets 
were uploaded to the International 
Child Sexual Exploitation database 
hosted at INTERPOL, and new 
data was added to more than 280 
existing datasets, increasing the 
chance victims could be identified. 

The efforts led to three victims 
being tentatively identified: one in 
Europe, one in the USA and one in 
Russia, with another investigation 
ongoing to identify another 
European victim and offender.

case study
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However,	dedicated	bulletin	boards	on	
the	Darknet	are	increasingly	popular	
among	offenders	as	a	channel	for	
the	distribution	of	CSEM.	This	is	
especially	the	case	for	offenders	with	
niche	interests,	including	CSEM	with	
infants	and	non-verbal	children	and	
demeaning	material	depicting	torture	
and	severe	cruelty	against	children47. 
More	generally,	in	many	cases	offenders	
use	encryption	and	install	software	
to	cover	their	IP	address	and	prevent	
identification,	such	as	Virtual	Private	
Networks	(VPNs)	and	TOR.

There	is	an	ongoing	increase	in	
the	distribution	of	CSEM	via	social	
media	applications.	The	self-destruct	
function	of	some	of	these	applications	
make	investigations	particularly	
complicated.	In	some	cases,	this	is	
the	result	of	self-generated	material	
being	shared	with	peers,	after	which	it	
is	further	distributed	via	social	media	
and	eventually	ends	up	on	CSEM	
platforms.	There	are	also	instances	
where	fake	social	media	accounts	
are	created	in	order	to	spread	private	
pictures	and	videos	of	underage	
victims	together	with	their	personal	
information.	Although	such	accounts	
are	often	quickly	deleted,	it	is	easy	for	
perpetrators	to	simply	create	a	new	
account.

In	many	cases,	offenders	distributing	
CSEM	online	are	also	involved	in	hands-
on	CSE.	The	demand	for	such	material	
perpetuates	the	ongoing	abuse	of	
children.	However,	there	are	also	many	
perpetrators	who	possess	and	share	
such	material,	but	are	not	involved	in	the	
actual	sexual	exploitation	of	children.

In March 2019, a German court 
convicted four men to sentences 
between 4 and 10 years in 
prison for running the online CSE 
platform ‘Elysium’ on the Darknet. 
They had set up, administered 
and moderated what was one 
of the largest forums of its kind, 
with more than 11 000 registered 
users from all over the world. One 
of the men was also convicted 
for the sexual abuse of two 
young children. None of the men 
involved had known each other 
in person. The forum had a wide 
range of different categories of 
CSEM, including serious violence 
and very young children.

A man in Sweden was sentenced 
to 10 years imprisonment for 
forcing children, all under the 
age of 15, from primarily North 
America and the United Kingdom 
to commit sexual acts in front of 
a camera or webcam. Despite the 
fact that he was not physically 
present at the crime scenes, the 
court nonetheless convicted him 
as a hands-on offender on the 
basis of the concept of ‘virtual 
rape’. It was the first time an 
online CSE perpetrator had been 
convicted as a hands-on abuser.

case study

5.3 » ONLINE 
SOLICITATION  
OF CHILDREN FOR 
SEXUAL PURPOSES

The	online	solicitation	of	children	for	
sexual	purposes	remains	a	serious	
threat	in	the	EU,	with	many	Member	
States	reporting	this	crime	is	on	the	rise.	
As	more	and	more	minors	are	active	
on	social	media	at	a	younger	age,	the	
number	of	potential	victims	continues	
to	be	high.	At	the	same	time,	some	
countries	have	reported	a	decrease	in	
cases	related	to	online	solicitation	since	
the	last	IOCTA,	possibly	as	a	result	of	
growing	public	awareness	or	offenders	
operating	more	carefully.

The modus operandi for	this	criminal	
activity	remains	largely	unchanged.	
Offenders	generally	use	the	open	
web,	as	it	simply	much	easier	to	get	
in	contact	with	children	than	on	the	
dark	web.	They	get	in	touch	with	
potential	victims	through	a	variety	of	
social	media	services,	creating	fake	
profiles	and	frequently	pretending	to	
be	of	the	same	age.	This	can	happen	
on	many	different	platforms,	ranging	
from	Facebook	and	Instagram	to	online	
gaming	environments.	Minors	are	
also	sometimes	approached	on	live	
video	platforms.	Once	trust	has	been	
established,	communication	is	quickly	
moved	to	encrypted	online	messaging	
applications,	such	as	WhatsApp	or	
Viber.	Whereas	explicit	material	is	
initially	shared	voluntarily,	offenders	
subsequently	use	this	material	for	
further	coercion	and	extortion	for	new	
CSEM.	In	some	cases,	suspects	will	
harass	their	victims	so	that	they	do	not	
file	a	complaint	against	them.

Victims	are	mostly	young	teenagers,	
both	girls	and	boys.	Some	offenders	
specifically	target	profiles	with	many	
friends,	as	they	believe	this	means	
a	higher	chance	of	successfully	
establishing	contact.
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#SID2019

#SaferInternetDay

Offenders can obtain images through sexual extortion 
and coercion of minors. Even more common is for them 
to get their hands on material that the children have 
shared with their peers or posted on social media. 

Do you really know who is on the other side? 

Not everyone is who they claim to be on the internet. 
Child sexual offenders may pose as someone young to 
gain your trust and explicit pictures.

That image can become public.

Such materials can end up in the possession 
of online child sex offenders. 

The receiver may share it with other 
people (accidentally or voluntarily).
Your data could be hacked.
You or the receiver could lose the 
phone or have it stolen, compromising 
the security of the files.

SENDING AN 
INTIMATE PICTURE 

OF YOURSELF 
TO SOMEONE? 

CONSIDER THE 
WHOLE PICTURE

5.4 » PRODUCTION OF  
SELF-GENERATED EXPLICIT MATERIAL 

European Youth Day to raise 
awareness

On 20 November 2018, Europol 
introduced a new initiative: The 
European Youth Day. This was a 
first event of its kind, which brought 
together Europol experts and around 
100 young students aged between 
12 and 15 years old under the topic 
‘Digital Rights of Youth against 
Violence’. Following on from the 
#SayNo initiative, the 2018 European 
Youth Day at Europol took the 
discussion one step further, allowing 
young people themselves to bring 
their opinions to the table on current 
cyber threats affecting them, as well 
as how best to tackle these.

case study

SGEM	has	been	a	growing	problem	
for	several	years,	as	more	and	more	
young	children	share	explicit	material	
online.	Growing	access	to	high	quality	
smartphones	and	other	devices,	
in	combination	with	relatively	low	
awareness	of	the	risks	of	producing	
and	sharing	SGEM,	means	this	trend	is	
likely	to	continue.

A	distinction	can	be	made	between	
SGEM	produced	voluntarily	and	SGEM	
produced	under	coercion	or	extortion	
by	a	child	sex	offender.	Regarding	
the	first	category,	there	is	a	growing	
number	of	minors	sharing	sexual	
pictures	or	videos	with	peers.	Children	

are	making	themselves	vulnerable	
on	a	number	of	levels	through	this	
behaviour,	including	in	the	context	
of	online	solicitation	by	child	sexual	
offenders.	Moreover,	in	many	cases	
the	pictures	or	videos	may	be	spread	
further,	first	between	other	peers,	but	
eventually	ending	up	in	the	collections	
of	online	child	sex	offenders.	Such	
cases	can	subsequently	lead	to	the	
minors	being	subjected	to	sexual	
coercion	and	extortion	by	online	
child	sex	offenders	for	new	SGEM	
or	material	involving	their	siblings	or	
other	friends.
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#SID2019

#SaferInternetDay

Offenders can obtain images through sexual extortion 
and coercion of minors. Even more common is for them 
to get their hands on material that the children have 
shared with their peers or posted on social media. 

Do you really know who is on the other side? 

Not everyone is who they claim to be on the internet. 
Child sexual offenders may pose as someone young to 
gain your trust and explicit pictures.

That image can become public.

Such materials can end up in the possession 
of online child sex offenders. 

The receiver may share it with other 
people (accidentally or voluntarily).
Your data could be hacked.
You or the receiver could lose the 
phone or have it stolen, compromising 
the security of the files.

SENDING AN 
INTIMATE PICTURE 

OF YOURSELF 
TO SOMEONE? 

CONSIDER THE 
WHOLE PICTURE

5.5 » SEXUAL 
COERCION AND 
EXTORTION OF 
MINORS FOR  
NEW CSEM 

Although sexual coercion and extortion 
of minors also happens for financial 
gain, in the majority of cases the aim 
is to obtain new CSEM. Offenders 
mostly use existing explicit pictures 
or videos of a victim and threaten to 
share this with the victim’s network or 
on social media, unless they receive 
more material. These existing pictures 
or videos can come from two sources: 
either through online solicitation of 
minors for CSEM, or because they 
have found SGEM and have been able 
to identify and contact the victim. 
Some offenders will send explicit 
images and messages to a minor. 
Even if they do not receive any explicit 
pictures, they use screenshots of the 
conversations for coercion purposes. 
As stated above, such coercion can 
involve producing material of or with 
other children within or outside their 
own family. The impact is significant 
as sextortion can lead to significant 
trauma for the victim or in some cases 
even to suicide. This makes educating 
children about the risks of sextortion 
as well as the need to seek help when 
victimised crucial. 

Monetisation of online CSE is generally 
limited, as offenders are more often 
driven by a desire to obtain more CSEM 
than by financial gain. However, in a 
small number of cases offenders do 
seem to seek financial gain from online 
CSE. One method is hosting legitimate 
‘pay-per-click’ advertisements on 
websites hosting CSEM. Especially 
when the CSEM is disguised, this 
increases the platform’s click rate and 
the potential profits per click. There 
have also been instances of offenders 
sharing CSEM in exchange for money, 
but this is far less common than 
exchanging images for other images. 
On rare occasions, offenders also use 
SGEM to coerce victims for money 
instead of producing new CSEM. 
However, the most common form of 
commercial CSE is LDCA. 

Because of growing internet speed in 
many third countries, offenders can 
watch live streams of CSE taking place 
on the other side of the world. In many 
cases, perpetrators pay for watching 
this kind of CSE. The Philippines 
remains the most prominent country 
in terms of location of the victims, 
although there are indications this 
is taking place in a larger number of 
countries. Contact is established in a 
variety of ways. In some cases, first 
contact takes place on commercial 
adult porn websites, after which 
conversations take place on encrypted 
messaging platforms. In most cases, 
the CSE is live streamed on online 

5.6 » LIVE DISTANT CHILD ABUSE

CHILD SEXUAL EXPLOITATION ONLINE

In May 2019, a British man was 
sentenced to five years in prison for 
attempting to incite minors under 13 
to engage in sexual acts and planning 
to sexually abuse several minors in the 
Philippines. The offender was based 
as a teacher in Malaysia and Thailand 
at the time of the offences, but was 
convicted under a section of the 
British Sex Offences Act that allows 
British nationals to be prosecuted for 
offences committed abroad. He was 
arrested upon arrival in the United 
Kingdom after investigators found he 
had made money transfers to online 
payment accounts of members of a 
Filipino OCG involved in LDCA. 

Evidence showed the offender had 
also sent money to a Filipino mother 
of two girls aged 7 and 11 and a boy 
aged 5, based in Cebu. The money 
was sent in order for her to buy food 
for her children, with the offender 
requesting pictures of her 11-year-old 
daughter in return. He subsequently 
also had direct conversations with the 
girl that were sexual in nature. After 
he sent more money, the offender 
expressed an interest in the 7-year-old 
child and indicated he would like to 
meet her in order to have sex with her. 
An arrangement was made to meet in 
Manilla, although there are no records 
of the offender actually travelling to the 
Philippines. 

platforms with the possibility of video 
conference. Often perpetrators have the 
chance of orchestrating and directing 
the abuse in real time. Perpetrators 
generally pay via online payment 
methods, but cryptocurrencies are still 
rarely used. Some of the offenders also 
travel to third countries to engage in 
hands-on abuse.

case study
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5.7 » FUTURE THREATS  
AND DEVELOPMENTS

5.8 » RECOMMENDATIONS

The main threats related to online CSE have 
remained relatively stable over the last number 
of years and it is unlikely that there will be 
any major changes in this crime area in the 
foreseeable future. However, one development 
that could be of concern for online CSE is 
the ongoing improvements of so-called 
deepfakes. Deepfake technology is an AI-
based technique that places images or videos 
over another video. It has already been used 
to place the faces of celebrities on existing 
pornographic videos. Although the technology 
is still relatively new, it is rapidly improving 
and becoming more accessible and easy to 
use. It may be a matter of time before the 
first deepfakes appear depicting online CSE, 
resulting in the generation of new ‘personalised’ 
CSEM. This can also have serious implications 
for law enforcement authorities, as it might 
raise questions about the authenticity of 
evidence and complicate investigations. 

Coordinated action with the private sector and the deployment of 
new technology, including Artificial Intelligence, could help reduce the 
production and distribution of online CSEM, facilitate investigations and 
assist with the processing of the massive data volumes associated with 
CSEM cases.

A structural educational campaign across Europe to deliver a consistent, 
high-quality message aimed at children about online risks is of the 
utmost importance to reduce the risks derived from SGEM such as 
sexual coercion and extortion. 

As much CSEM, particularly that arising from LDCA, originates from 
developing countries, it is essential that EU law enforcement continues 
to cooperate with and support the investigations of law enforcement in 
these jurisdictions. 

Fighting CSE is a joint effort between law enforcement and the private 
sector and as a common platform is needed in order to coordinate 
efforts and prevent a fragmented approach and the duplication of effort.

To prevent child sexual offenders from travelling to third countries to 
sexually abuse children, EU law enforcement should make use of PNR 
data accessible through the Travel Intelligence team within Europol.
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6.1 » KEY FINDINGS

 • CNP fraud continues to 
be the main priority within 
payment fraud and also 
continues to be a facilitator 
for other forms of illegal 
activity. 

 • Skimming continues to 
evolve with criminals 
continuously adapting to 
new security measures. 

 • Jackpotting attacks are 
becoming more accessible 
and successful.

payment
fraud

 C R I M E  P R I O R I T Y 

#6



CNP	fraud	is	the	main	priority	for	
investigators	of	payment	card	fraud	
within	Member	States.	One	law	
enforcement	respondent	specifically	
states	‘it	is	the	single	most	common	
form	of	fraud’.	This	follows	the	
pattern	from	previous	years,	
especially	since	the	number	of	online	
transactions	and	the	e-commerce	
industry	continue	to	evolve.	Within	
CNP	fraud,	fraud	relating	to	the	
purchase	of	physical	goods	is	at	
the	top	of	the	list.	Member	States	
mention	the	purchase	of	(high-
value)	electronic	devices	such	as	
mobile	phones,	laptops	and	tablets	
several	times.	Another	Member	State	
specifically	notes	how	the modi 
operandi	in	this	area	of	cybercrime	
have	not	seen	any	major	innovation	
during	the	last	year.	While	there	
has	been	no	major	shift	in	2018,	
according	to	private	sector	input,	
CNP	is	increasingly	moving	into	
other	sectors	such	as	travel	(hotels,	
car	rentals,	etc.)	postal	services,	
giftcards,	etc.	Fewer	cases	have	
been	reported	to	law	enforcement	
since	there	is	not	yet	the	same	level	
of	awareness	as	in,	for	instance,	
e-commerce.	

The	data	required	to	execute	CNP	
fraud	generally	seems	to	originate	
from	data	compromise,	including	

third-party	breaches,	phishing	
emails	and	scam	text	messages	
(see	section	4.3).	Magecart	attacks,	
for	example,	briefly	described	in	
chapter	4,	have	hit	nearly	17 000	
e-commerce	websites	since	April	
2019.	The	criminals	are	able	to	
exploit	vulnerabilities	that	occur	
when	website	owners	inadvertently	
misconfigure	their	Amazon	Web	
Server	(AWS)	S3	storage	servers.	
According	to	Farinelli,	‘[t]hese	servers	
act	as	cloud-based	“buckets”	that	
store	important	data	—	including	
credit	card	numbers	that	are	
collected	by	e-commerce	websites.	
AWS	S3	servers	are	secure	when	
their	standard	settings	are	used;	
however,	many	companies	customize	
these	settings.	If	the	customisation	
is	misconfigured,	a	security	gap	
can	occur48.’	This	misconfiguration	
provides	anyone	with	an	AWS	
account	with	the	opportunity	to	not	
only	read	the	content	of	the	‘bucket’	
but	also	develop	new	code	—	such	
as	code	to	collect	card	data	from	an	
e-commerce	site.	

More	interestingly,	Magecart	
attacks	now	target	smaller	vendors	
that	supply	functionality	services	
to	large	enterprise	websites	
including	analytics,	browser	
display	requirements,	social	media,	

6.2 » CARD NOT PRESENT FRAUD 

In May 2018, a regional unit in 
a Member State uncovered the 
criminal activities of an organised 
group from Côte d’Ivoire and 
Morocco specialising in the theft 
of credit card numbers for the 
purpose of distance selling fraud. 
The modus operandi set up by the 
scammers consisted of obtaining 
credit card numbers (by phishing 
victims or following purchases on 
the Darknet) as well as connection 
identifiers to victims’ internet 
boxes in order to schedule a call 
forwarding to the scammers. As a 
result, calls from banks to confirm 
purchases were forwarded directly 
to the criminals. Law enforcement 
recovered technological products 
purchased fraudulently. Intangible 
products (Western Union mandates 
and TransCash cards) were 
recovered in Morocco.

case study
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marketing	and	chatbots.	This	means	
that	when	the	code	from	one	of	
these	vendors	is	compromised,	the	
compromise	affects	all	of	the	websites	
that	contract	with	the	vendor49.	This	
also	connects	to	the	increasing	threat	
and	growing	concern	with	respect	to	
supply	chain	attacks	(see	Industry	
insight	in	section	4.3).	

The	European	Central	Bank	(ECB)	also	
recognises	the	‘ongoing	shift	of	fraud	
from	the	card-present	to	the	card	not	
present	environment’.	Data	seems	
readily	available.	23	million	stolen	
credit	cards	are	for	sale	on	the	dark	
web	in	the	first	half	of	201950.	With	
all	the	data	available	and	accessible	
for	criminals,	the	focus	ought	to	
be	on	monitoring	and	detection	of	
accounts	as	a	means	to	curb	the	
number	of	frauds	and	the	amount	
of	damage.	From	that	perspective,	
the	ECB	notes	how	‘the	market	has	
started	to	develop	a	plethora	of	fraud	
prevention	and	detection	security	tools	
with	the	objective	of	bringing	online	
fraud	rates	down	(e.g.	implementation	
of	3D	Secure,	risk-based	analysis,	
Tokenization)51’.

More detailed data to 
circumvent detection

Simultaneously,	criminals	expand	on	
their	existing	repertoire	of	methods	
as	the	prevention	and	security	
measures	of	companies	improve.	
One	relatively	new	development,	
for	example,	is	a	crime-as-a-service	
facility	where	criminals	provide	a	
platform	with	available	bots	that	
contain	a	victim’s	real	digital	fingerprint,	
cookies,	saved	passwords	and	other	
personal	information	including	bank	
and	payment	information.	These	

fingerprints	contain	all	the	necessary	
information	to	enhance	the	possibility	
of	avoiding	detection	mechanisms	
of	companies,	namely	e-commerce.	
Criminals	obtain	the	fingerprints	as	
real-time	fingerprints	or	generated	
when	scratched	by	the	bot	from	the	
user’s	device.	

The	platform	provides	a	simple	user-
friendly	interface	which	allows	other	
criminals	to	set	up	a	different	digital	
identity.	This	way	it	is	much	easier	for	
criminals	to	commit	fraud	compared	to	
purchasing	compromised	credit	card	
details	or	account	details	and	risk	the	
detection	of	security	measures.	

CNP fraud used to facilitate 
other forms of crime

Whereas	we	often	discuss	CNP	fraud	
purely	from	a	financial	perspective,	this	

type	of	crime	also	facilitates	other	types	
of	illegal	activity.	Examples	include	the	
facilitation	of	illegal	immigration	and	
more	specifically	Trafficking	in	Human	
Beings	(THB).	Criminals	do	this	through	
the	purchase	of	plane	tickets	with	
compromised	credit	card	credentials,	
booking	hotels,	rentals,	etc.	They	do	
this	through	CNP	fraud	in	combination	
with	forged	identification	documents.	

One	of	our	cases	illustrates	how	CNP	
fraud	can	underpin	and	facilitate	other	
forms	of	illegal	activity.	In	September	
2018,	with	the	support	of	Europol	and	
Frontex,	two	suspects	were	arrested	
in	a	series	of	coordinated	raids	
across	Germany	and	Sweden	in	an	
investigation	targeting	a	Syrian	OCG	
suspected	of	cyber	fraud.	The	arrestees	
are	believed	to	be	the	key	organisers	of	
a	cyber	fraud	gang.
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Skimming	surfaced	as	
the	second	priority	as	
reported	by	investigators	
of	payment	card	fraud	
within	the	Member	States	
throughout	2018.	As	one	
Member	State	describes,	

‘the	phenomena	of	credit	card	fraud	
continue	to	evolve	with	increasingly	
sophisticated	skimming	or	shimming	
tools,	often	deployed	by	criminal	groups	
from	Central	Europe	or	the	Balkans,	in	
real	raids	targeting	the	whole	continent’.	
Industry	also	confirms	the	lingering	
threat	of	skimming.	In	general,	the	
European	Payment	Council	(EPC)	
echoes	law	enforcement	reporting	
when	it	states	how	skimming	remains	
one	of	the	most	common	frauds52. 
The	ongoing	threat	of	skimming	is	
the	direct	result	of	the	fact	that	not	all	
payment	terminals	and	ATMs	in	Europe	
contain	the	necessary	anti-skimming	
measures.	This	makes	the	copying	of	
magnetic-stripe	track	data	at	Point	of	
Sales	terminals	and	ATMs	possible	
and	still	a	predominant	type	of	fraud	in	
Europe.	Subsequent	usage	of	a	cloned	
magnetic-stripe	payment	card	is	hardly	
possible	in	the	European	area	since	
the	industry	has	secured	cards	with	
Europay,	MasterCard	and	Visa	(EMV)	
chip	technology.	On	a	global	level,	the	
situation	is	different	especially	with	
concern	to	countries	that	have	yet	
to	introduce	EMV	compliance.	As	a	
result,	this	remains	a	major	concern	for	
European	card	issuers.	

Law	enforcement	provides	the	same	
perspective	on	the	matter.	As	one	
respondent	writes:	‘The	European	
card	data	collected	is	then	resold,	

both	on	the	Darknet	and	via	traditional	
websites.	Several	cases	by	the	judicial	
police	have	shown	that	this	fraudulently	
acquired	data	is	being	reused	in	bank	
withdrawals,	mainly	in	America	and	
South-East	Asia’.	Other	Member	States	
echo	this	conclusion.	As	long	as	EMV	
compliance	in	those	parts	of	the	world	
remains	absent,	skimming	cards	and	
subsequently	using	the	data	remains	
profitable.	The	EPC	confirms	this	when	
it	writes:	‘Concerning	card	payment	
fraud,	as	long	as	the	mag-stripe	is	
needed	for	international	transactions,	
skimming	will	remain	an	issue53’.	

Deep insert skimmers 
frequently used by criminals 
 
With	respect	to	the	modus operandi, 
several	Member	States	describe	how	
suspects	use	deep	insert	skimmers	in	
order	to	copy	the	data	stored	on	the	
magnetic	stripe.	This	type	of	skimmer	
is	composed	of	metal	or	plastic.	The	
criminal	also	installs	a	camera	on	the	
ATM	in	order	to	steal	the	PIN.	Other	
Member	States	specifically	report	on	
investigations	pertaining	to	criminals	
who	actually	prepare	and	distribute	the	
devices	for	skimming.	Different	OCGs	
then	use	these	devices	to	skim	ATMs	
both	in	and	outside	the	EU.	Software	
skimming	malware	intercepts	card	
and	PIN	data	at	the	ATM,	allowing	the	
criminal	to	copy	the	data	and	later	
create	counterfeit	cards	for	use	at	
non-EMV	compliant	ATMs.	Alternatively,	
criminals	send	the	skimmed	data	with	
the	pin	codes	to	other	offenders	to	
facilitate	the	unauthorised	withdrawals	
from	ATMs	outside	the	EU.	

6.3 » SKIMMING

The	German	Federal	Criminal	Police	
Office	initiated	operation	Goldring	
in	October	2017.	The	intelligence-
led	operation	uncovered	an	OCG,	
composed	of	Syrian	nationals,	which	
was	involved	in	fraudulently	purchasing	
airline	and	train	tickets.	According	
to	information	from	Germany,	more	
than	493	fraudulent	bookings	were	
identified.	The	tech-savvy	smugglers	
avoided	detection	by	making	the	
bookings	using	compromised	
corporate	credit	cards	and	credentials,	
purchased	online	from	other	criminals	
offering	them	for	sale.	

The	private	sector	brought	the	
fraudulent	transactions	to	the	attention	
of	law	enforcement,	highlighting	
once	again	how	instrumental	public-
private	partnerships	are	in	fighting	this	
type	of	fraud.	This	effective	working	
relationship	has	been	established	over	
the	course	of	recent	years	as	a	result	
of	Europol’s	Global	Airport	Action	
Day,	a	recurrent	operation	bringing	
together	law	enforcement,	the	airline	
industry	and	payment	card	companies	
to	target	airline	fraud.	As	part	of	this	
operation,	Europol	and	Frontex	have	
jointly	identified	significant	crossovers	
between	payment	card	fraud	and	
irregular	migration	and	THB,	leading	
to	a	number	of	arrests	in	recent	years.	
The	operational	successes	have	
confirmed	this	trend.
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6.4 » JACKPOTTING

Nowadays,	jackpotting	—	also	referred	
to	as	black-box	attacks	—	to	cash-out	
the	ATM	is	the	most	widespread	type	of	
logical	ATM	attack.	Criminals	perform	
jackpotting	in	one	of	two	ways.	Either	
the	criminal	uses	malware	which	sends	
commands	to	the	dispenser,	or	uses	
their	own	‘black	box’	hardware	device	
connected	directly	to	the	dispenser,	to	
cash-out	the	ATM	and	empty	it	of	cash.	
These	attacks	can	only	be	performed	
against	certain	‘old’	ATMs	which,	due	to	
lower	security	standards,	are	vulnerable	
for	these	type	of	attacks.	

Jackpotting attacks appear to 
be evolving
 
Compared	to	last	year,	jackpotting	
attacks	appear	to	be	evolving.	
Several	Member	States	describe	
how	perpetrators	have	committed	
these	attacks	or	at	least	attempted	
to	do	so.	This	may	also	be	due	to	the	
necessary	equipment	becoming	more	
available	and	accessible.	WinPot and	
Cutlet Maker	are	both	available	on	
the	dark	web54.	This	seems	to	be	an	
unusual	development,	as	ATM	hackers	
have	generally	kept	their	work	more	

protected55.	According	to	one	law	
enforcement	respondent,	‘attacks	on	
ATMs	using	the	“jackpotting”	technique	
have	diversified	and	intensified’.	The	
same	Member	State	describes	how	in	
2018,	its	law	enforcement	unit	recorded	
39	cases,	including	27	attempts,	mainly	
in	the	capital	region.	The	financial	
losses	from	such	attacks	can	vary	
between	EUR	2 200	and	EUR	128 800	
depending	on	the	point	of	attack.	Based	
on	law	enforcement	intelligence,	the	
authors	of	the	malware	appear	to	come	
from	Romania,	Moldova	and	Russia.	
The	majority	of	reported	jackpotting	
attacks	have	involved	some	physical	
access	to	the	ATM.	This	is	the	main	
obstacle	for	criminals,	since	physical	
access	increases	the	risk	of	being	
caught.	

According	to	one	Member	State,	the	
modus operandi	of	piercing	the	front	of	
an	ATM	in	order	to	connect	a	computer	
seems	to	have	disappeared.	Criminals	
appear	to	have	started	using	different	
methods.	The	first	method	consists	
of	disconnecting	the	front	of	the	ATM	
from	its	base	in	order	to	allow	direct	
access	to	the	connections.	The	second	
method	requires	simply	removing	

the	screen	from	the	ATM	and	a	few	
technical	operations	in	order	to	access	
also	the	connections	of	the	server	
managing	the	cash	registers.	One	
Member	State	reported	three	cases	of	
black	box	attacks	in	2018,	where	the	
attacks	involved	melting	a	hole	above	
the	monitor	of	the	ATM	and	plugging	a	
USB	cable	into	the	ATMs	printer	cable.	
Other	Member	States	confirm	this	
modus operandi.	Once	criminals	have	
gained	physical	access,	they	use,	for	
example,	the	Cutlet Maker software.	
More	recent	cases	involved	criminals	
breaking	the	deposit	slot	plastic,	
opening	the	monitor	and	connecting	
the	ATM	USB	cable.	Subsequent	
withdrawal	of	cash	occurred	through	
usage	of	the	software	ATMdesk. 

Some	law	enforcement	respondents	
do	indicate	how	in	certain	cases	
perpetrators	get	to	the	ATM	without	any	
damage,	using	the	original	key	to	install	
a	laptop	that	connects	to	the	USB	
output.	The	laptop	is	also	connected	to	
the	internet	via	hotspot	from	a	prepaid	
phone.	The	laptop	is	removed	after	
withdrawing	money.	Overall,	the	time	of	
the	ATM	attack	is	about	10	minutes.
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One	of	the	most	economically	
damaging	attacks	is	business	email	
compromise	(BEC).	Several	industry	
partners	highlight	that	perpetrators	
aim	more	and	more	attacks	at	upper	
(C-level)	level	management,	and	that	
such	attacks	are	becoming	more	
professional	and	convincing.	Such	
attacks	were	also	a	top	priority	for	
European	law	enforcement.	According	
to	the	Internet	Crime	Complaint	Centre,	
between	December	2016	and	May	
2018,	there	was	a	136 %	increase	in	
identified	global	exposed	losses,	and	
more	than	USD	12	billion	in	losses	
since	October	201356.

While	BEC	is	not	a	new	phenomenon,	
criminals	are	finding	new	modi operandi 
to	take	advantage	of	this	technique.	
The	main	or	original	techniques	used	
by	criminals	are	the	use	of	social	
engineering	strategies	to	impersonate	
a	company	staff	member,	usually	
a	CEO	or	other	staff	member	who	
can	authorise	transfers,	and	deceive	
employees	and	executives	within	
the	company.	The	target	companies	
are	usually	firms	with	frequent	wire	
transfers	or	with	foreign	suppliers.	
However,	the	attacks	take	place	through	
different	methods:	the	compromise	

6.5 » BUSINESS EMAIL COMPROMISE

of	legitimate	email	accounts,	social	
engineering	or	intrusion	techniques.	

BEC	exploits	the	way	corporations	
do	business,	taking	advantage	of	
segregated	corporate	structures,	and	
internal	gaps	in	payment	verification	
processes.	Such	attacks	vary	by	the	
degree	of	technical	tools	used.	Some	
attacks	can	only	successfully	employ	
social	engineering,	while	others	deploy	
technical	measures	such	as	malware	
and	network	intrusion.	This	variety	in	
modi operandi also	requires	a	variety	in	
response.	At	the	low-tech	end,	where	
social	engineering	reigns,	awareness	
and	training	for	staff	are	key.	BEC	
was	part	of	the	broader	cyber	scams	
campaign	organised	by	EC3	as	part	
of	the	cybersecurity	month	in	2018.	
Yet,	even	though	creating	awareness	
among	employees	can	assist	in	
detection	of	social	engineering	attacks	
as	a	means	for	criminals	to	engage	in	
BEC,	more	high-tech	methods	such	as	
malware	and	network	intrusion	require	
a	different	type	of	response.	Those	
enterprises	without	the	resources	
to	enact	such	measures,	such	as	
many	server	message	blocks,	remain	
particularly	at	risk.

The	landscape	of	payment	fraud	
demonstrates	the	resilience	of	certain	
criminal	modi operandi.	As	a	result,	for	
payment	fraud,	the	past	and	present	
are	important	indicators	for	what	we	
can	anticipate	in	the	future.	As	long	as	
CNP	fraud	as	well	as	skimming	remain	
profitable,	criminals	shall	carry	out	such	
modi operandi.	For	CNP	fraud	the	added	
problem	is	the	role	it	plays	in	facilitating	
other	forms	of	criminal	activity.	

With	regard	to	jackpotting,	some	evolution	
is	evident.	The	accessibility	and	availability	
of	jackpotting-related	malware	may	make	
jackpotting	a	more	accessible	crime.	
Authors	of	the	malware	also	look	for	ways	
to	reduce	obstacles,	better	target	their	
efforts	in	order	to	steal	more	money	in	a	
lesser	amount	of	time57.	Simultaneously,	
even	if	unsuccessful,	jackpotting	tries	are	
still	a	problem	as	they	cause	considerable	
damage	to	the	infrastructure.	This	makes	
it	a	particularly	complex	problem	to	tackle.	

In	the	previous	IOCTA,	we	reflected	on	
the	potential	for	instant	payments	to	
complicate	fraud	prevention	and	especially	
mitigation.	Since	2017,	a	number	of	
instant	payment	schemes	have	been	
launched;	most	recently,	the	ECB	launched	
the	TARGET	instant	payment	settlement	
service	in	November	2018.	Such	
schemes	allow	the	settling	of	electronic	
payments	between	European	banks	
(almost)	instantly.	While	these	provide	
clear	benefits	to	the	financial	sector	and	
commerce,	they	can	also	inadvertently	
expedite	various	frauds.	Such	transactions	
not	only	provide	money	launderers	with	
better	option	for	money	mule	accounts,	
but	also	make	it	harder	for	the	financial	
sector	to	block	suspect	transactions.	

6.6 » FUTURE 
THREATS AND 
DEVELOPMENTS
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CEO/BEC fraud occurs when an employee authorised to make payments is tricked into 
paying a fake invoice or making an unauthorised transfer out of the business account.

CEO/BUSINESS EMAIL COMPROMISE (BEC) FRAUD

WHAT ARE THE SIGNS?
Unsolicited email/phone call 

Pressure and a sense of urgencyDirect contact from a senior 
official you are normally not in 
contact with

Unusual request in contradiction with 
internal proceduresRequest for absolute confidentiality

Threats or unusual flattery/promises 
of reward

Implement a procedure to verify the legitimacy of payment 
requests received by email. 

!

Encourage your staff to approach payment requests 
with caution. 

Implement internal protocols concerning payments. 

Upgrade and update technical security.

Be aware of the risks and ensure that employees are 
informed and aware too.

Always contact the police in case of fraud 
attempts, even if you did not fall victim to 
the scam.

Review information posted on your company website, restrict 
information and show caution with regard to social media.

Establish reporting routines for managing fraud.

WHAT CAN YOU DO?

AS A COMPANY AS AN EMPLOYEE

Avoid sharing information on the company’s hierarchy, 
security or procedures.

Never open suspicious links or attachments received by 
email. Be particularly careful when checking your private 
email on the company’s computers.

If you receive a suspicious email or call, 
always inform your IT department. 

Always carefully check email addresses when dealing with 
sensitive information/money transfers. 

In case of doubt on a transfer order, consult a competent 
colleague.

Strictly apply the security procedures in place for 
payments and procurement. Do not skip any steps and do 
not give in to pressure.

Restrict information and show caution with regard to 
social media.

!

HOW DOES 
IT WORK?

A fraudster calls or 
emails posing as a 
high ranking figure 
within the company 
(e.g. CEO or CFO).

They require an 
urgent payment.

The employee is 
requested not to 
follow the regular 
authorisation 
procedures.

Instructions on how 
to proceed may be 
given later, by a third 
person or via email.

They use language such as: 
‘Confidentiality’, ‘The 
company trusts you’, ‘I am 
currently unavailable’.

Often, the request is 
for international 
payments to banks 
outside Europe. 

They have good 
knowledge about 
the organisation.

They refer to a sensitive 
situation (e.g tax control, 
merger, acquisition).

The employee 
transfers funds to an 
account controlled 
by the fraudster. 



Alongside	instant	payments,	developments	with	respect	to	
the	Directive	(EU)	2015/2366	of	the	European	Parliament	and	
of	the	Council58	(known	as	the	Payment	Services	Directive	
2,	PSD	2)	are	also	ongoing.	The	implementation	deadline	
of	the	Directive	has	passed	however	on	14	September	
2019,	financial	service	providers	(from	banks	to	Fintechs)	
must	adhere	to	certain	security	requirements	with	respect	
to	strong	customer	authentication.	The	European	Banking	
Authority	(EBA)	has	indicated	that	if	needed	providers	can	
receive	an	extension.	The	EBA	has	a	crucial	role	in	the	
establishment	of	the	security	standards	with	respect	to	PSD	
2.	As	the	EBA	notes	in	its	opinion,	‘[o]ne	of	the	fundamental	
changes	introduced	by	PSD	2	is	to	formalise	payment	
security	requirements	in	national	law.	One	such	requirement	
is	for	PSPs	to	apply	SCA	to	electronic	transactions59’.	In	
principle,	if	implemented,	the	SCA	should	enhance	security;	
yet,	the	ability	to	file	for	an	extension	could	in	theory	make	
certain	providers	more	vulnerable	to	attacks	in	case	criminals	
discover	SCA	is	not	yet	in	place	by	the	deadline.	

Other	developments	around	the	same	date	are	relevant	for	
the	criminal	landscape.	As	we	reported	last	year,	one	of	the	
central	issues	arising	out	of	open	banking	revolves	around	
the	concept	of	screen	scraping.	Screen	scraping	allows	
third-party	providers	to	access	customers’	interfaces	and	
collect	relevant	data	to	gain	access	to	a	bank	account.	While	
aimed	at	improving	consumer	experience,	screen	scraping	
is	susceptible	to	man-in-the-middle	attacks	and	other	forms	
of	fraud.	Given	the	number	of	security-related	concerns,	the	
European	Commission	has	decided	to	ban	screen	scraping	
from	September	2019	as	part	of	the	regulatory	technical	
standards	of	PSD	2.	If	this	goes	through,	it	would	be	a	
positive	development	as	it	eliminates	a	criminal	opportunity.	
Despite	this,	the	overall	open	banking	development	remains	
one	to	monitor	from	a	threat	perspective	and	makes	proper	
and	timely	implementation	of	SCA	all	the	more	important	to	
manage	fraud.	As	Fortuna	notes,	‘[w]ith	Open	Banking,	data	
will	increasingly	be	passing	through	a	client	(a	customer)	to	
an	open	interface,	becoming	extremely	vulnerable	to	attacks	
as	there	is	no	way	to	control	the	customer’s	device,	whether	
that	be	a	mobile	phone	or	a	web	browser.	By	facilitating	
access	to	customer	data,	third-party	providers	also	become	
targets	for	client-side	attacks60’.	

On	a	final	note,	the	current	legislative	situation	with	respect	to	
non-cash	means	of	payment	fraud	is	unsatisfactory	to	both	
private	industry	and	law	enforcement.	However,	Directive	
(EU)	2019/713	on	combating	fraud	and	counterfeiting	of	non-
cash	means	of	payment61	(known	as	the	non-cash-payment	
fraud	(NCPF)	Directive)	—	which	Member	States	have	two	
years	to	implement	—	will	help	in	ensuring	that	a	clear,	robust,	

and	technology-neutral	legal	framework	is	in	place.	It	will	help	
eliminate	existing	challenges	to	investigation	and	prosecution	
of	fraud	and	is	expected	to	make	a	very	positive	impact	
in	the	fight	against	NCPF.	A	particular	focus	of	the	NCPF	
Directive	is	on	improving	cooperation	on	cross-border	fraud	
cases.	Such	cooperation	requires	a	fertile	environment	which	
facilitates	parties	to	engage	in	information	exchange.	Most	
often,	criminals	attack	the	financial	sector	as	a	whole	rather	
than	a	specific	institution.	As	such,	information	exchange	of	
new	modi operandi	or	ongoing	criminal	campaigns	require	
information	exchange	between	private	parties	as	well	as	
between	public	and	private	parties.	

6.7 » RECOMMENDATIONS 

Cooperation	between	the	public	and	the	private	sector	as	well	
as	within	the	sectors	is	crucial	to	come	to	fruitful	results.	To	
this	point,	speedy	and	more	direct	access	to	and	exchange	of	
information	from	the	private	sector	is	essential	for	Europol	as	
well	as	its	partners.

Organisations	must	ensure	they	train	their	employees	as	well	
as	make	their	customers	aware	of	how	they	can	detect	social	
engineering	and	other	scams.	
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the criminal 
abuse of the 
dark web

#7

7.1 » KEY FINDINGS

 • The dark web remains the 
key online enabler for trade 
in an extensive range of 
criminal products and services 
and a priority threat for law 
enforcement. 

 • Recent coordinated law 
enforcement activities, 
combined with extensive  
DDoS attacks, have generated 
distrust in the Tor environment.  
While there is evidence  
administrators are now 
exploring alternatives, it seems 
the user-friendliness, existing 
market variety and  
customer-base on Tor,  
makes a full migration to new 
platforms unlikely just yet. 
 

 • There are increases in single-
vendor shops and smaller 
fragmented markets on Tor, 
including those catering for 
specific languages. Some OCGs 
are also fragmenting their 
business over a range of online 
monikers and marketplaces, 
therefore presenting further 
challenges for law enforcement.

 • Encrypted communication 
applications enhance single-
vendor trade on the dark 
web, helping direct users to 
services and enabling closed 
communications. Although 
there is no evidence of a full 
business migration, there is a 
risk the group functions could 
become increasingly used to 
support illicit trade. 



Often	used	interchangeably	are	the	
terms	Darknet	and	dark	web.	For	the	
purpose	of	this	report,	the	Darknet	
is	the	encrypted	part	of	the	internet	
accessed	using	specific	software	that	
in	themselves	are	not	criminal,	such	
as	the	Tor	browser.	The	dark	web	
is	the	many	criminal	websites	and	
services	hosted	on	these	networks.	

Investigator	feedback	across	all	the	
crime	areas	in	this	report	highlighted	
the	dark	web	as	a	priority	threat	
area.	These	reports	related	almost	
exclusively	to	the	sale	of	criminal	
products	and	services,	including	
drugs,	weapons	and	explosives,	
compromised	data	and	credit	
cards,	malware,	counterfeit	goods	
and	currency	and	fake	documents.	
This	highlights	the	extent	to	which	
this	threat	facilitates	a	range	of	
criminality62. 

Highlighted	each	year	is	the	
volatility	of	the	dark	web	ecosystem.	
This	continues	to	be	the	case,	
intensified	by	effective	coordinated	
law	enforcement	activity	in	early	
2019.	Authorities	undertook	global	
action	against	vendors	in	February,	
and	Dream	Market,	arguably	the	
largest	market	at	that	time,	shut	
down	voluntarily,	after	this.	This	
was	supposedly	in	response	to	a	
prolonged	and	persistent	DDoS	
attack	as	discussed	earlier	in	section	
4.4.	Soon	after	law	enforcement	
announced	the	shutdown	of	two	of	
the	remaining	top	dark	web	markets,	
Wall	Street	Market	and	Valhalla,	
followed	by	Bestmixer,	the	mixing	and	
tumbling	service	hosted	in	part	on	
the	dark	web	(see	section	9.7).	Lastly,	
law	enforcement	shut	down	the	
online	dark	web	information	resource	
DeepDotWeb	after	its	administrators	

In May 2019, two prolific dark 
web marketplaces, the Wall Street 
Market and Valhalla (also known 
as Silkkitie), were taken down in 
simultaneous global operations by 
EU law enforcement.

After the takedown of the three 
largest markets in 2017, Wall Street 
was one of the largest remaining 
illegal online markets. At the time 
of its closure, it had over 1 150 
000 users and 5 400 vendors. The 
German Federal Criminal Police 
Office, supported by the Dutch 
National Police, Europol, Eurojust, 
and a number of US government 
agencies, arrested three suspects 
in Germany. Police officers seized 
over EUR 550 000 in cash, as well 
as cryptocurrencies Bitcoin and 
Monero in six-digit amounts. Two of 
the markets highest-selling suppli-
ers of narcotics were also arrested 
in the USA. 

Finnish Customs seized the Valhal-
la marketplace server and its con-
tents in close cooperation with the 
French National Police and Europol. 
As a result of the operation Finnish 
Customs also made a significant 
Bitcoin seizure. Valhalla was one of 
the oldest and internationally best-
known Tor trade sites. 

case study

received	millions	of	euros	in	kickbacks	
for	referrals	to	dark	web	marketplaces	
selling	fentanyl,	heroin	and	other	illegal	
goods.	

The	coordinated	law	enforcement	
efforts,	together	with	continued	DDoS	
attacks,	have	had	a	significant	impact	
on	the	dark	web	in	terms	of	generating	
distrust	and,	at	the	time	of	writing,	the	
environment	remains	in	a	state	of	flux.	
The	emergence	of	new	multi-vendor	
top	markets	is	apparent,	however,	as	
are	increased	exit	scams,	including	
some	of	those	initially	appearing	to	
dominate.	The	apparent	re-emergence	
of	the	Dream	Market,	which	claims	
to	have	re-opened	in	July	2019	as	
Samsara	Market	has	also	taken	place.

Evolution of online trade 
continues 

Dark	web	reports	almost	exclusively	
refer	to	use	of	the	Tor	platform,	
although	there	is	evidence	of	
criminality	on	most	similar	privacy-
orientated	software	i.e.,	Tor,	I2P,	
Zeronet,	Freenet,	Openbazaar,	etc.	In	
previous	reports,	the	suggestion	was	
the	succession	of	law	enforcement	
takedowns	and	other	security	issues	
would	push	the	dark	web	sites	and	
services	to	these	other	platforms.	The	
Libertas	Market	did	briefly	switch	to	
solely	operating	on	I2P	following	the	
recent	law	enforcement	activities,	only	
to	cease	operating	shortly	after	due	
to	a	low	customer	base.	There	are	no	
other	examples	of	this	type	of	move,	
therefore,	while	the	risk	of	alternatives	
remains,	it	seems	the	user-friendliness,	
existing	market	variety	and	customer-
base	on	Tor,	makes	a	full	migration	
from	customers	or	markets	to	new	
platforms	unlikely	just	yet.
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In mid-2018, German authorities 
identified a Darknet market vendor 
selling various narcotic drugs, coun-
terfeit currency and counterfeiting 
equipment. The vendor had been 
active for over two years on multiple 
marketplaces and was suspected to 
be living in Germany. 

Officers trained in cryptocurrency 
investigation were able to identify 
the vendor as a 35-year-old German 
national and affect an arrest. The 
suspect had made over EUR 700 000 
over the two years he was active.

case study

However,	for	this	market	growth	has	
been	slow	due	to	continued	suspicion	
over	law	enforcement	involvement.	
Finally,	some	markets	have	changed	
their	policies	to	prohibit	the	sale	of	
fentanyl	and	weapons	and	explosives	
in	an	attempt	to	avoid	law	enforcement	
attention,	albeit	the	sale	of	these	
commodities	continues	under	different	
guises	and	on	other	sites.

Instead,	criminals	are	exploring	
alternative	means	of	circumventing	
law	enforcement	within	the	Tor	
environment.	In	last	year’s	report,	the	
suggestion	was	the	closure	of	larger	
marketplaces	would	result	in	a	growth	
in	the	number	of	single-vendor	shops	
and	smaller	fragmented	markets.	
This	forecast	is	indeed	true	with	
confirmed	increases	in	single-vendor	
shops	operating	on	independent	
.onion	sites	and	smaller	markets,	
including	those	catering	for	specific	
languages.	However,	not	anticipated	
last	year	was	the	emergence	of	multi-
identity	business	models,	where	OCGs	
maintain	multiple	profiles	online,	on	
multiple	platforms,	in	order	to	operate	
as	multiple	distinct	individuals	rather	
than	a	single	entity.	By	fragmenting	
their	business	over	a	range	of	online	
monikers	on	marketplaces	and	
disparate	vendor	shops,	it	reduces	the	
perception	of	the	scale	of	the	OCG,	

and	keeps	them	under	the	radar	of	law	
enforcement,	compared	to	the	attention	
they	might	receive	operating	as	a	
single	multi-commodity	vendor	with	
a	higher	customer	base.	This	creates	
further	challenges	for	law	enforcement,	
as	in	addition	to	the	usual	attribution	
issues	associated	with	dark	web	
investigations,	investigators	must	also	
make	these	connections	on	order	to	
determine	the	true	scope	and	scale	of	
an	OCG.

In	addition	to	circumventing	law	
enforcement,	criminal	developers	are	
also	motivated	by	the	need	to	increase	
trust	with	their	customer-base	on	Tor,	
both	in	terms	of	anonymity	but	also	
by	reducing	the	risk	of	exit	scams.	An	
example	of	such	a	market	is	Black	
Dog,	scheduled	for	launch	in	August	
2019.	It	claims	to	be	the	‘first	ever	
truly	decentralised	crypto	market’	and	
depends	on	the	Ethereum	blockchain	to	
facilitate	transactions,	without	the	need	
for	a	traditional	marketplace	GUI	as	
found	on	Tor	markets.	The	market	also	
utilises	the	smart	contracts	component	
of	the	Ethereum	blockchain	to	allow	
credible	transactions	without	the	need	
for	a	third	party.	As	with	alternative	
platforms,	it	is	unclear	how,	and	to	what	
extent,	cybercriminals	will	adopted	this	
type	of	market	model,	again	taking	into	
account	the	effects	of	AMLD	5.	
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Separate	to	Darknet	platforms,	
predicted	last	year	was	that	some	
vendors	might	migrate	their	business	
to	encrypted	communications	
applications,	running	their	shops	within	
private	channels/groups	and	even	
the	encrypted	messaging	platforms	
evolving	into	functional	marketplaces.	
Although	there	does	appear	to	
be	an	increased	use	of	encrypted	
communications	applications	to	
enhance	the	single-vendor	trade	on	
the	dark	web,	helping	direct	users	

to	services	and	enabling	closed	
communications,	there	does	not	appear	
to	be	a	full	business	migration.	There	
have	been	some	instances	where	group	
functions	have	supported	functional	
marketplaces	with	perpetrators	
selling	different	criminal	commodities,	
much	like	the	different	sub-forums	
on	a	typical	online	forum.	However,	
these	markets,	although	simple	to	
set	up	(as	the	platform	provides	the	
infrastructure)	and	easy	to	revive	if	
taken	down,	offer	little	in	the	way	of	

security	for	their	customers,	i.e.	there	
is	no	escrow	or	similar	services.	They	
can	also	be	less	technically	challenging	
than	a	Tor-based	site	to	take	down,	as	
they	sometimes	only	require	an	abuse	
notification	sent	to	the	provider,	who,	
if	they	respond	to	such	requests	(not	
always	the	case),	can	ban	or	delete	
the	group.	It	is	therefore	unclear	how	
and	to	what	extent	cybercriminals	may	
adopt	this	market	approach,	and	much	
of	which	depends	on	law	enforcement	
relationships	with	industry	partners	in	

7.2 » RECOMMENDATIONS

More	coordinated	investigation	and	
prevention	actions	targeting	the	
dark	web	as	a	whole	are	required,	
demonstrating	the	ability	of	law	
enforcement	and	deterring	those	
who	are	using	it	for	illicit	activity.	
An	improved	real-time	information	
position	must	be	maintained	to	enable	
law	enforcement	efforts	to	tackle	the	
dark	web.	The	capability	will	enable	
the	identification,	categorisation	and	
analysis	through	advanced	techniques	
including	machine	learning	and	artificial	
intelligence.	

An	EU-wide	framework	is	required	
to	enable	judicial	authorities	to	take	
the	first	steps	to	attribute	a	case	to	a	
country	where	no	initial	link	is	apparent	
due	to	anonymity	issues,	thereby	
preventing	any	country	from	assuming	
jurisdiction	initiating	an	investigation.	

Improved	coordination	and	
standardisation	of	undercover	online	
investigations	are	required	to	de-
conflict	dark	web	investigations	and	
address	the	disparity	in	capabilities	
across	the	EU.

this	sector	and	the	ability	to	locate	
and	effectively	take	them	offline	once	
identified.	

The	currency	of	the	dark	web	
enterprises	remains	virtual	and	an	
estimated	USD	1	billion	has	been	
spent	on	the	dark	web	this	year	
alone63.	Bitcoin	remains	the	most	
frequently	used	currency,	believed	to	
be	a	consequence	of	familiarity	within	
the	customer	base	(see	also	section	
9.4).	However,	there	has	been	a	more	
pronounced	shift	towards	more	
privacy-orientated	currencies,	a	trend	
that	it	is	anticipated	will	continue	as	
criminal	users	become	more	security	
aware. 
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8.1 » KEY FINDINGS

 • The wide array of OSPs 
exploited by terrorist groups 
presents a significant challenge 
to disruption efforts. 

 • Terrorist groups are often early 
adopters of new technologies, 
exploiting emerging platforms 
for their online communication 
and distribution strategies. 

 • With sufficient planning and 
support from sympathetic 
online communities, terrorist 
attacks can rapidly turn 
viral, before OSPs and law 
enforcement can respond.



Terrorist groups boast a 
diversified online infrastructure 

Terrorist	groups	continue	to	expand	
and	diversify	their	conduits	for	the	
dissemination	of	their	propaganda	
online.	In	doing	so,	they	exploit	a	wide	
array	of	OSPs,	which	are	spread	across	
multiple	jurisdictions	and	differ	greatly	in	
terms	of	size,	services	offered,	business	
models,	and	abuse	policies.	While	
certain	platforms	are	more	abused	
than	others,	the	sheer	number	of	OSPs	
exploited	for	terrorist	purposes	presents	
a	challenge	for	disruption	efforts.	
These	include	forums,	file-sharing	sites,	
pastebins,	video	streaming/sharing	
sites,	URL	shortening	services,	blogs,	
messaging/broadcast	applications,	
news	websites,	live	streaming	platforms,	
social	media	sites	and	various	services	
supporting	the	creation	and	hosting	
of	websites	(including	registries*	and	
registrars**).	The	ongoing	abuse	of	
legitimate	services	by	terrorist	groups	
extends	also	to	VPNs,	anonymised	
cryptocurrencies	and	DDoS	mitigation	
services.	

Faced	with	the	loss	of	its	state-building	
project	and	increasingly	hostile	attitudes	
towards	its	online	propaganda	machine,	
IS	continues	to	reconfigure	its	tactics	
to	remain	relevant	online.	In	spite	of	
intensified	takedown	campaigns	in	
2018	by	law	enforcement	and	social	
media	platforms	—	including	Telegram	
—	the	group	still	boasts	a	highly	

*   A registry is an organisation that manages the administrative data for the TLD domains and subdomains under its 
authority, including the zone files that contain the addresses of the name servers for each domain. Source: Google 
Domains Help, “About registrars and registries”, https://support.google.com/domains/answer/3251189?hl=en, 2019. 

**  A registrar is an organisation that manages the registration of domain names for one or more top-level domain 
(TLD) registries. Source: Google Domains Help, “About registrars and registries”, https://support.google.com/domains/
answer/3251189?hl=en, 2019.

diversified	online	infrastructure	for	the	
dissemination	of	its	propaganda	and	
persists	in	publishing	on	a	wide	array	of	
media	and	file-sharing	sites,	especially	
smaller	platforms	with	reduced	capacity	
for	disruptive	actions64. 

Similarly,	the	spread	of	terrorist	content	
linked	to	the	Christchurch	attack	
involved	the	concurrent	exploitation	
of	multiple	kinds	of	OSPs	by	different	
communities	of	Internet	users,	spurred	
by	different	motives	but	a	common	
purpose:	making	this	type	of	terrorist	
content	viral	and	resilient.	

IS propagandists strive to 
remain relevant online 

IS’	critical	situation	in	2018	had	
a	significant	impact	on	its	digital	
capabilities:	propaganda	produced	
by	official	IS	media	outlets	has	visibly	
declined65.	The	only	publication	that	
continued	to	be	issued	on	a	regular	
basis	throughout	2018	was	the	group’s	
official	Arabic	weekly	newsletter	al-Naba’	
(The	News).	In	their	quest	for	virtual	
survival,	IS	and	its	supporters	responded	
to	frequent	deletions	of	content	in	2018	
by	promoting	ways	to	enhance	online	
resilience.	Pro-IS	media	outlets,	including	
the al-Saqri Corporation for Military 
Sciences, Horizons Electronic Foundation 
and	the	United Cyber Caliphate became	
more	prolific	in	providing	guidelines	
on	cyber	and	operational	security.	The	
instructions	ranged	from	suggesting	

The	loss	of	the	Islamic	State’s	(IS)	
territorial	control	into	core	areas	of	
Iraq	and	Syria	denied	the	group	one	of	
its	most	potent	propaganda	assets.	
IS’	online	capabilities	in	2018	reflect	
the	overall	collapse	of	the	physical	
caliphate,	previously	the	central	pillar	
of	its	project.	However,	this	collapse	
combined	with	the	group’s	battlefield	
attrition	did	not	stop	the	group’s	
online	sympathisers	from	exploiting	
the	internet	to	advance	their	cause.	

In	parallel,	the	15	March	2019	right-
wing	extremism	(RWE)	motivated	
terrorist	attack	on	two	mosques	
in	Christchurch,	New	Zealand,	has	
brought	about	unprecedented	
elements	in	the	exploitation	of	the	
internet	for	terrorist	purposes.	The	
attack’s	recorded	livestreaming	video	
and	the	gunman’s	manifesto	rapidly	
went	viral	and	gained	digital	depth,	
highlighting	new	challenges	in	the	
fight	against	terrorist	content	online.	

8.2 » THE USE OF THE INTERNET BY 
TERRORIST GROUPS
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Limiting	the	ability	of	terrorists	to	carry	
out	transnational	attacks	by	disrupting	
their	flow	of	propaganda	and	attributing	
online	terrorism-related	offences	
requires	continued	and	heightened	
counterterrorism	cooperation	and	
information	sharing	across	law	
enforcement	authorities,	as	well	as	with	
the	private	sector.

Any	effective	measure	to	counter	
terrorist	groups’	online	propaganda	
and	recruitment	operations	entails	
addressing	the	whole	range	of	abused	
OSPs,	especially	start-ups	and	smaller	
platforms	with	limited	capacity	for	
response.

Cross-platform	collaboration	and	a	
multi-stakeholder	crisis	response	
protocol	on	terrorist	content	
online	would	be	essential	to	crisis	
management	the	aftermath	of	a	
terrorist	attack.	

A	better	understanding	of	new	and	
emerging	technologies	is	a	priority	for	
practitioners.	Upcoming	policy	debates	
and	legislative	developments	should	
take	into	account	the	features	of	these	
technologies	in	order	to	devise	an	
effective	strategy	to	prevent	further	
abuse.	

secure	browsers	and	privacy-oriented	
applications	to	promoting	the	use	of	
the	Tor	browser	and	decentralised	
platforms.	These	unofficial	but	
increasingly	specialised	media	
outlets	also	provided	advice	on	how	
to	circumvent	account	suspension,	
with	suggestions	including	using	
channel	names	and	profile	pictures	
that	cannot	be	associated	with	IS.	
Additionally,	IS	sympathisers	created	
multiple	versions	of	the	same	account,	
allowing	them	to	swiftly	rebound	from	
account	suspensions.	IS-affiliated	
websites	that	act	as	repositories	for	the	
organisation’s	propaganda	responded	
to	recurrent	suspensions	by	creating	
new	domain	names	and	re-emerging	
at	new	locations	from	backup	copies,	
including	from	and	to	the	dark	web.	
Yet	despite	its	advantageous	features	
in	terms	of	privacy	and	resilience,	
the	exploitation	of	the	dark	web	for	
propaganda	dissemination	purposes	
remained	limited	and	propagandists	
continued	to	prefer	the	visibility	and	
reach	afforded	by	the	surface	web.

IS continue to seek out 
new vectors for their online 
propaganda

Terrorist	groups	continue	to	lay	claim	 
to	a	degree	of	technological	 
adaptability	and	are	often	early	
adopters	of	new	technologies.	A	case	 
in	point	is	IS’	seemingly	coordinated	
and	near-synchronous	shift	to	open	
source,	decentralised	platforms***.  
In	the	aftermath	of	an	intense	
suspension	campaign	carried	out	by	
Telegram	in	late	2018,	IS	supporters	
on	Telegram	started	advocating	
for	the	use	of	alternative	platforms	
and	software.	Since	then,	the	IS	has	
established	a	presence	on	a	number	 

***  Decentralised systems are a particular type of 
distributed system where no single entity is in control of 
the underlying infrastructure. Source: Blockstack PBC, 
Blockstack Technical Whitepaper v2.0, 2019. 

of	open	source,	decentralised	
platforms.	Accounts	and	pages	
disseminating	mostly	official	IS	
propaganda	have	been	created	on	
Mastodon,	Nextcloud,	Rocket.Chat	
and	ZeroNet.	The	resilient	character	
of	these	platforms,	coupled	with	
multiple	options	for	anonymity	and	
enhanced	usability,	are	all	features	that	
play	into	the	online	communication	
and	distribution	strategies	of	terrorist	
groups.	

However,	jihadist	activities	on	these	
platforms	failed	to	gain	traction	in	
2018.	This	is	probably	due	to	the	
alternative	platforms’	smaller	user	
base	and	weaker	outreach	capabilities.	
Thus,	Telegram	remains	the	platform	of	
choice	for	terrorist	sympathisers,	who	
continue	to	exploit	its	advantageous	
encryption	and	file-sharing	capabilities.

Terror goes viral with 
Christchurch mosques attack

The	Christchurch	attack	marks	a	
defining	point	in	the	fight	against	
terrorist	content	online:	the	attack	

was	livestreamed	and	its	recording,	
alongside	the	gunman’s	manifesto,	
spread	rapidly	online.	The	exceptional	
virality,	velocity	and	volume	of	the	
materials’	online	diffusion	points	to	
a	savvy	use	of	internet	technologies	
and	communication,	not	only	by	the	
attacker,	but	by	multiple	communities	
of	internet	users,	beyond	RWE	
sympathisers.	

The	interplay	of	online	communities	
who	share	the	same	Internet	slang	and	
memes	contributed	to	the	widespread	
dissemination	of	the	content	and	its	
digital	endurance.

Internet	users	have	adopted	different	
techniques	to	circumvent	disruption	
efforts	by	OSPs.	In	particular,	edited	
versions	of	the	Christchurch	video	
appeared	to	fly	under	the	radar	of	
detection	measures	enforced	by	OSPs.	
Reponses	by	practitioners	and	OSPs	
could	not	measure	up	to	the	scale	
of	online	dissemination	and	with	the	
existing	cooperation	frameworks	
keeping	terrorist	content	at	bay	
remains	challenging.		

8.3 » RECOMMENDATIONS
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Cross-cutting crime factors are those which 

impact, facilitate or otherwise contribute 

to multiple crime areas but are not 

necessarily inherently criminal themselves. 



Social	engineering,	and	in	particular	
phishing,	overwhelmingly	represented	
the	most	significant	cross-cutting	
cyber-threat	faced	by	both	European	
cybercrime	investigators,	and	the	
most	significant	cyber-threat	overall	
by	Europol’s	private	sector	partners.

Phishing — a core attack 
method for all cybercrime 

Both	investigators	of	cyber-
dependent	crime	and	NCPF	
highlighted	phishing	as	a	key	threat.	
In	cases	related	to	NCPF,	perpetrators	
primarily	used	phishing	to	gather	
personal	banking	credentials,	
payment	card	data,	or	other	login	
credentials.	Criminals	either	sell	such	
data	on	underground	markets,	or	use	
it	directly	to	commit	fraud.	

In	cases	related	to	cyber-dependent	
crime,	criminals	also	use	phishing	
to	gain	login	credentials.	However,	
as	highlighted	in	section	4.2,	it	
is	also	currently	the	dominant	
malware	delivery	method,	through	
either	malicious	attachments,	or	
links	to	malicious	URLs.	Either	may	
ultimately	lead	to	attackers	gaining	
unauthorised	access	to	a	private	
network.

Some	law	enforcement	respondents	
note	how	criminals	use	some	
phishing	attacks	for	extortion.	

Attackers	can	create	a	pretext	either	
based	on	genuine	data	found	on	the	
internet	from	a	previous	data	breach,	
or	a	purely	fictitious	scenario	to	extort	
money	from	a	victim.	Such	extortions	
are	often	of	a	sexual	nature.	

While	the	financial	sector	is,	and	
always	will	be,	a	significant	target	
for	such	attacks,	industry	reporting	
indicates	that	most	phishing	attacks	
are	currently	targeting	Software-as-
as-Service	such	as	cloud	services,	
and	webmail66.

Even	though	phishing	remains	an	
ongoing	challenge,	certain	solutions	
or	mitigating	measures	do	exist.	Do-
main-based	message	authentication,	
reporting	and	conformance	(DMARC)	
is	one	such	option,	which	has	been	
introduced	years	ago.	DMARC	is	
an	email	authentication,	policy,	and	
reporting	protocol.	DMARC	makes	it	
easier	for	email	senders	and	receivers	
to	determine	whether	or	not	a	given	
message	is	legitimately	from	the	
sender	and	what	to	do	if	it	is	not.	This	
makes	it	easier	to	identify	spam	and	
phishing	messages	and	keep	them	
out	inboxes.	Yet,	according	to	one	
study,	DMARC	adoption	is	non-exis-
tent	at	80	%	of	organisations67.	This	
is	a	missed	opportunity	as	the	United	
Kingdom	National	Cyber	Security	
Centre	(UK	NCSC)	demonstrates	

9.1 » KEY FINDINGS

GDPR entered into effect across 
the EU in May 2018 (see also 
section 4.3). Prior to this, many 
companies sent out emails to 
their customers, detailing privacy 
policies and the rights of their 
customers concerning their data. 
It was not long before criminals 
exploited these legitimate 
messages with a wave of copycat 
phishing emails. These malicious 
emails would typically contain 
links to fake sites that would then 
capture victims’ data to be used or 
sold by the cybercriminals.

9.2 » SOCIAL ENGINEERING

criminal case study

 • Phishing remains an 
important tool in the arsenal 
of cybercriminals for both 
cyber-dependent crime and 
NCPF. 

 • While cryptocurrencies 
continue to facilitate 
cybercrime, hackers and 
fraudsters now routinely 
target crypto-assets and 
enterprises.

In March 2019, the Spanish Civil 
Guard, as part of operation Neptuno, 
dismantled a criminal organisation 
dedicated to scamming victims 
through phishing. The investigation 
originated in September 2018, when 
an increase in complaints related to 
banking scams were detected, whose 
common link was the withdrawal of 
money from the bank accounts of the 
victims. The perpetrators sent out 
phishing emails pretending to be one 
of six banks. 

The operation has resulted in 11 
people arrested, aged between 17 
and 28 years of age. In addition, 
police seized several laptops, more 
than 20 mobile phones, EUR 7 500 in 
cash, notes with identity documents 
and access codes to online banking, 
virtual currencies (bitcoin) and 
bankcards.

case study
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1 in 3 207 emails are 
phishing emails
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70

71

72

73

74

75

In 2018, over the course of three 
months, law enforcement and 
private sector partners from over 
30 countries participated in the 
fourth European Money Mule Action 
(EMMA). Europol, Eurojust, the EBF 
and more than 300 banks supported 
the initiative.

The action resulted in the 
identification of over 1 500 money 
mules and 140 money mule 
organisers, and over 168 arrests. 
Financial sector participants 
reported 26 376 fraudulent money 
mule transactions, preventing an 
estimated loss of over EUR 36 
million. 

The campaign also raised awareness 
of the dangers of becoming a money 
mule throughout the participating 
nations. 

9.3 » MONEY MULES

case studyMoney mule activity continues 
to support all aspects of 
cybercrime

The	use	of	money	mules	to	launder	
criminal	funds	was	the	second	most	
prominent	cross-cutting	threat	highlighted	
by	European	law	enforcement.	Again,	this	
pertained	to	both	cyber-dependent	crime	
and	NCPF	investigations,	although	the	
majority	of	references	related	to	the	latter.

While	this	was	a	top	threat,	law	
enforcement	did	not	identify	new	modi 
operandi this	year.	Instead,	they	confirmed	
the	use	of	typical	recruitment	methods	
such	as	job	advertisements	targeting	
disadvantaged	or	low-income	individuals.	
In	some	instances,	perpetrators	recruited	
mules	with	a	stronger	financial	standing,	
allowing	them	to	open	corporate	
accounts	through	which	the	funnelling	
of	international	funds	may	attract	less	
attention.

how	it	has	achieved	recent	success	by	
using	‘Synthetic	DMARC.’	This	‘works	
by	assigning	a	DMARC	record	for	all	
domains	attempting	to	pass-off	as	gov.
uk	domains,	by	analysing	and	vetting	
non-existing	subdomains	against	DNS	
records	and	building	on	authentication	
systems	of	the	past68.’	Because	of	the	
technology,	the	UK	NCSC	has	been	
able	to	stop	140 000	separate	phishing	
attacks	in	the	last	year	and	has	taken	
down	a	record	18 067	phishing	sites.	
This	is	a	noticeable	improvement	
when	compared	to	the	takedown	rate	
of	14 124	in	201869.	The	technology	
comes	with	its	challenges,	namely	from	
an	interoperability	perspective,	but	still	
provides	promising	results	for	those	
able	to	implement	it.	
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9.4 » THE CRIMINAL ABUSE  
OF CRYPTOCURRENCIES

In June 2019, six offenders 
were arrested in the UK and the 
Netherlands after a 14-month 
investigation into phishing activities 
that netted the perpetrators over 
EUR 24 million in cryptocurrencies. 
The phishing relied on 
typosquatting, where a large number 
of websites belonging to well-
established cryptocurrency wallets 
and exchanges were recreated by 
criminals with the sole purpose 
of stealing users’ credentials and 
funds. 

While phishing is commonplace 
across both traditional financial as 
well as cryptocurrency sector, what 
makes this operation unique was 
the scale — over 4 000 victims had 
their funds stolen with the numbers 
continuing to grow. 

The operation was another 
demonstration of exemplary 
cooperation between law 
enforcement and the private 
sectors, particularly security 
researchers and cryptocurrency 
exchanges.

case study

In	previous	years’	reports,	we	have	
extensively	highlighted	the	criminal	
abuse	of	cryptocurrencies	across	all	
areas	of	cyber-related	criminality	due	
to	the	perceived	level	of	anonymity	
they	provide.	This	trend	persists	as	
investigators	of	cyber-dependent	crime	
and	NCPF	report	that	these	currencies	
continue	to	pose	investigative	
challenges	for	law	enforcement.	Crypto	
investigations	are	now	a	core	part	of	
daily	business	for	law	enforcement.	As	
a	result,	investigators	require	training	to	
ensure	they	have	the	appropriate	skills	
to	handle	such	investigations.	

Predominantly,	such	currencies	play	
an	essential	role	in	the	underground	
economy.	They	are	used	for	most	
criminal	to	criminal	(C2C)	payments	
on	criminal	forums	and	marketplaces.	
In	addition	to	C2C	payments,	many	
attackers	demand	payment	from	
victims	for	attacks	such	as	ransomware	
or	DDoS	extortion	by	cryptocurrencies.	
Such	criminally	obtained	funds,	while	
already	inherently	challenging	to	trace,	
are	often	further	laundered	through	
mixing	services,	which	serve	to	
obfuscate	the	financial	trail.

Crypto-assets now routinely 
targeted by fraudsters

The	most	apparent	development	
with	regards	to	cryptocurrencies,	first	
highlighted	in	last	year’s	report,	is	that	
attacks	and	frauds	which	historically	
targeted	other	payment	systems	or	
fiat	currencies	have	now	been	adapted	

to	incorporate	cryptocurrencies.	As	
such,	we	now	routinely	see	malware	
and	phishing	targeting	crypto-investors	
and	enterprises,	and	new	frauds,	
such	as	investments	frauds	related	
to	cryptocurrency	investment.	Such	
approaches	may	be	more	successful	
due	to	the	lower	levels	of	knowledge	
potential	victims	are	likely	to	have	about	
these	assets.	

Cryptojacking remains an 
issue, but not a priority

Cryptojacking	remains	an	issue.	
The	activity	appears	to	have	peaked	
in	2018	and	decreased	throughout	
2019,	partially	due	to	the	shut	down	
of	Coinhive,	the	most	popular	mining	
script,	in	March.	The	most	suitable	
cryptocurrencies	were	those	that	are	
memory	intensive,	meaning	that	they	
are	suitable	for	CPU	or	GPU	mining,	
and	that	are	difficult	to	trace;	Monero	
ticked	both	boxes,	as	such	it	was	the	
first	choice	for	this	type	of	abuse.	
Although	these	incidents	affect	many,	
the	damage	per	victim	is	typically	low	
and	thus	such	abuse	is	rarely	reported	
(see	also	4.7).	

While	we	have	previously	reported	
a	small	shift	towards	more	privacy-
focused	cryptocurrencies	such	
as	Monero,	Bitcoin	still	remains	
the	currency	of	choice	for	both	
legitimate	and	criminal	use.	The	main	
developments	regarding	this	trend	
are	on	the	Darknet	markets,	several	of	
which	also	accept	Monero,	or	in	some	
cases	exclusively	trade	in	it.

54 IOCTA  2019 CROSS-CUTTING CRIME FACTORS



As technology continues to become more complex and distributed systems 

even more intertwined fewer people understand the dependencies and 

interaction patterns. One particularity interesting form of distributed 

systems are cryptocurrencies and smart contracts. They are based on 

assumptions some of which are still poorly understood. There is a risk 

in wide-spread adoption because attacks have huge immediate financial 

implications; correctly working financial incentives are, however, a 

basic building block of public blockchains. Attacks can be executed 

globally at unprecedented speeds and difficult to fix.

―  D R  E D G A R  W E I P P L ,  S B A  R E S E A R C H ,  A U S T R I A

Global uptakes of digital currencies, combined with proliferation 

of AI-based applications, are gradually becoming the main means of 

exchanging goods and services. The key challenge for law enforcement 

agencies and other stakeholders such as national/international 

authorities and financial services are to protect public and economy 

against full spectrum of criminal acts using artificial intelligence 

and digital currencies (e.g. cyber-enabled fraud, misuse of personal 

data, money laundering, serious and organised crime to CSE).

―  P R O F E S S O R  B A B A K  A K H G A R ,  D I R E C T O R  O F  C E N T R I C ,  U K
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Much	of	the	IOCTA	is	focused	on	the	
threat	posed	by	criminal	actors	and	their	
modi operandi.	At	the	same	time,	it	is	
crucial	to	reflect	on	how	law	enforcement	
can	and	does	respond	to	these	threats,	
and	what	barriers	the	law	enforcement	
and	judicial	community	encounter	in	
responding.	In	June	2019,	Europol	
and	Eurojust	revisited	their	joint	2017	
paper	on	the	Common Challenges in 
Combatting Cybercrime with	a	fresh	look	
at	how	these	challenges	developed	over	
the	preceding	two	years.	Many	of	these	
challenges	are	not	unique	to	cybercrime	
and	cut	across	all	areas	of	serious	
organised	crime	and	terrorism.

These	challenges	are	extremely	relevant	
to	this	assessment	and	therefore	we	will	
summarise	some	of	the	most	pertinent	
issues.	For	full	details,	including	ongoing	
activities	and	open	issues,	readers	
should	refer	to	the	full	report76. 

The	key	challenges	remain	unchanged	
and	fall	into	five	main	areas	of	
discussion.

The loss of data

This	refers	to	several	legislative	changes	
and	technologies	that	effectively	either	
deny	law	enforcement	access	to	data	or	
have	resulted	in	there	being	limited	or	no	
data	for	law	enforcement	to	access	for	
a	criminal	investigation.	The	overturning	
of	the	Data	Retention	Directive	in	2014	
and	the	implementation	of	the	GDPR	

in	2018	has	deprived	law	enforcement	
of	a	number	of	key	sources	of	data,	
namely	communications	data	and	
WHOIS	data.	In	contrast,	the	wide-scale	
implementation	of	carrier-grade	network	
address	translation	technologies	by	
internet	service	providers	results	in	often	
prohibitively	large	volumes	of	data	(as	
one	IPv4	address	may	be	shared	by	
multiple	end-users	at	one).

In	last	year’s	report,	we	highlighted	
the	impact	of	WHOIS	‘going	dark’,	
particularly	in	the	scope	of	cyber	
investigations.	In	September	2018,	
ICANN	published	the	draft	results	of	a	
survey	that	directly	measured	the	impact	
of	the	unavailability	of	WHOIS	data.	
Almost	26 %	of	respondents	indicated	
that	it	had	resulted	in	investigations	
being	discontinued,	with	a	further	52 %	
indicating	that	it	delayed	investigations	
to	some	degree.	Moreover,	only	33 %	of	
respondents	indicated	that	WHOIS	(at	
least	partially)	met	their	investigative	
needs,	compared	to	98 %	prior	to	the	
changes77. 

Encryption,	while	recognised	as	an	
essential	element	of	our	digitised	
society,	also	facilitates	significant	
opportunities	for	criminals.	Investigative	
techniques,	such	as	lawful	interception,	
are	becoming	increasingly	ineffective	
(or	even	impossible)	as	criminals	
exploit	encrypted	communication	
services,	applications	and	devices.	
Similarly,	criminals	can	deny	forensic	

9.5 » COMMON CHALLENGES FOR  
LAW ENFORCEMENT
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investigators	access	to	critical	evidence	
by	encrypting	their	data.	The	criminal	
abuse	of	encryption	technologies,	
whether	it	be	anonymisation	via	VPNs	
or	Tor,	encrypted	communications	or	
the	obfuscation	of	digital	evidence	
(especially	in	cases	of	CSEM),	was	
a	significant	threat	highlighted	by	
respondents	to	this	year’s	IOCTA	
survey.	

Cryptocurrencies	are	another	
application	of	encryption	technology,	
and,	as	outlined	in	13.4,	also	present	
significant	challenges	for	law	
enforcement78.

The loss of location

The	increasing	level	of	criminal	use	of	
encryption	and/or	anonymisation	tools,	
crypto-currencies	and	the	Dark	Web,	
as	well	as	the	growing	use	of	cloud-
based	technologies,	have	also	led	to	
situations	in	which	law	enforcement	
may	no	longer	(reasonably)	establish	
the	physical	location	of	perpetrators,	
criminal	infrastructure	or	electronic	
evidence.	The	territoriality-based	
investigative	powers	and	jurisdiction	of	
the	competent	national	authorities	offer	
no	appropriate	tools	to	tackle	these	
situations.

 
Challenges associated with 
national legal frameworks

Differences	between	domestic	legal	
frameworks	in	the	member	states	and	

*  For a more extensive description of these please see: Europol & Eurojust, First Report of the Observatory Function on Encryption, 2019. 

international	instruments	continue	
to	be	a	serious	impediment	to	the	
international	criminal	investigation	
and	prosecution	of	cybercrime.
The	main	differences	relate	to	the	
criminalisation	of	conduct	and	
provisions	to	investigate	cybercrime	
and	gather	e-evidence.	For	example,	
should	legislation	that	regulates	law	
enforcement	presence	and	action	in	
an	online	environment	be	harmonised	
at	EU	level,	this	would	allow	for	more	
effective	joint	operational	actions	
such	as	large-scale	botnet	takedowns,	
or	increased	possibilities	to	monitor	
criminal	activities	online	and	to	lawfully	
collect	critical	evidence	on	the	Deep	
Web	and	Dark	Web.

 
Obstacles to international 
cooperation

The	lack	of	a	common	legal	framework	
which	exists	for	the	expedited	sharing	
of	evidence	continues	to	hamper	
criminal	investigations	and	judicial	
proceedings,	with	the	current	process	
of	Mutual	Legal	Assistance	being	
perceived	as	too	slow	to	gather	and	
share	electronic	evidence	effectively.	
The	use	of	the	European	Investigation	
Order	(EIO)	may	go	some	way	towards	
addressing	these	issues	for	the	
majority	of	Member	States,	but	may	
not	provide	the	speed	that	is	required	to	
capture	electronic	evidence.	

Another	issue	under	this	banner	is	law	
enforcements	ability	to	respond	to	

large-scale	cyber-attacks,	particularly	
where	such	attacks	rapidly	affect	
multiple	industries	across	a	range	of	
sectors	and	geographies,	such	as	the	
WannaCry	and	NotPetya	attacks	of	
2017.	Such	attacks	constitute	a	specific	
challenge	to	international	cooperation.

Challenges of public-private 
partnerships

The	private	sector	plays	a	key	role	
in	many	cyber	investigations	and	
cybersecurity	activity,	being	the	
custodians	of	crucial	data,	having	
essential	capabilities	in	the	takedown	
of	criminal	infrastructures	and	
removal	of	illicit	content.	Public-private	
partnerships	also	play	a	key	role	in	
mitigating	cybercrime	and	increasing	
cybersecurity	through	prevention	and	
awareness.	There	is,	however,	little	
consensus	on	the	legal	framework	
that	is	required	to	facilitate	effective	
and	trust-based	cooperation	with	the	
private	sector,	while	at	the	same	time	
regulating	legal	and	transparency	
issues	surrounding	that	cooperation.	

This	challenge	also	includes	those	
associated	with	new	and	emerging	
technologies.	The	criminal	misuse	of	
technology	has	become	an	engine	of	
cybercrime,	although	many	of	these	
technologies	can	be	equally	dual-
purposed	to	assist	law	enforcement.	
Technologies	such	as	quantum	
computing,	and	artificial	intelligence	
may	have	applications	at	both	ends	of	
the	lawful	spectrum*.
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If the speed of developments with regard to quantum 

computing continues (currently already exceeding 50 qubit) 

this has the potential to end the effectiveness of currently 

used encryption methods within the next five years. Within 

the same time period, it is likely that while artificial 

intelligence is not capable to fully draw level with human 

strengths it is surpassing what is necessary to exploit 

human weaknesses. As a consequence we will most likely see 

an increasing use of artificial intelligence in areas of 

crime where it is currently not utilised. 
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Law	enforcement	and	the	judiciary	
must	continue	to	develop,	share	
and	propagate	knowledge	on	how	
to	recognise,	track,	trace,	seize	and	
recover	cryptocurrency	assets.	

Law	enforcement	must	continue	to	
build	trust-based	relationships	with	
cryptocurrency-related	businesses,	
academia,	and	other	relevant	

private	sector	entities,	to	more	
effectively	tackle	issues	posed	by	
cryptocurrencies	during	investigations.	

Despite	the	gradual	implementation	of	
AMLD	5	across	the	EU,	investigators	
should	be	vigilant	concerning	emerging	
cryptocurrency	conversion	and	cash-
out	opportunities,	and	share	any	new	
information	with	Europol.

In May 2019, the Dutch Fiscal 
Information and Investigation 
Service (FIOD), in close cooperation 
with Europol and the authorities in 
Luxembourg, took down on one of 
the world’s leading cryptocurrency 
mixing service Bestmixer.io. The op-
eration, which was initiated in 2018 
by the FIOD with the support of the 
internet security company McAfee, 
resulted in the seizure of six servers 
in the Netherlands and Luxembourg. 
Bestmixer.io was one of the three 
largest mixing services for crypto-
currencies and offered services for 
mixing bitcoins, bitcoin cash and 
litecoins. The service started in 
May 2018 and achieved a turnover 
of at least USD 200 million (approx. 
27 000 bitcoins) over one year.

The operation had a significant 
impact on the mixer community, 
resulting in at least one other mixing 
service voluntarily shutting down81.

case study

9.6 » FUTURE 
THREATS AND  
DEVELOPMENTS

9.7 » RECOMMENDATIONS

Enforcement	in	these	areas	as	well	as	
to	inform	research	priorities79.

In	July	2018,	the	5th	EU	Anti-Money	
Laundering	Directive	(AMLD	5)	entered	
into	force.	With	18	months	to	transpose	
the	new	Directive	into	national	
legislation,	all	member	states	should	
adopt	the	Directive	by	the	closure	of	
2019.	One	of	the	key	changes	proposed	
by	the	Directive	was	the	regulation	of	
virtual	currency	platforms	(exchanges)	
and	custodian	wallet	providers	(wallet	
services	where	the	service	holds	its	
users’	private	keys).	Such	entities	will	
be	required	to	apply	full	customer	due	
diligence,	thereby	de-anonymising	
their	clients,	and	to	report	suspicious	
transactions	to	financial	intelligence	
units.	

While	this	new	legislation	may	
capture	a	significant	proportion	of	
cryptocurrency	users,	those	using	
hardware	or	software	wallets,	or	
trading	via	other	peer-to-peer	exchange	
systems,	can	still	operate	largely	
anonymously80.	Similarly,	users	of	
privacy-orientated	cryptocurrencies	
such	as	Dash	and	Monero,	until	they	
are	required	to	interact	with	a	virtual	
currency	exchange	or	add	their	holdings	
to	a	custodian	wallet	provider	can	also	
remain	anonymous.	

How	the	criminal	community	will	react	
to	these	developments	remains	to	be	
seen.	However,	it	is	likely	we	will	see	
the	rise	of	criminal	exchange	services	
operating	on	the	digital	underground,	
exchanging	fiat	and	cryptocurrencies	
outside	the	regulated	sector.	

To	combat	phishing,	leading	platform	
providers	are	investing	in	engineering	
to	deploy	machine	learning	and	other	
AI-based	approaches,	leveraging	
the	newest	technologies	to	protect	
consumers.	However,	enterprise	
adoption	and	deployment	of	these	
technologies	is	slow,	therefore	
phishing	is	likely	to	continue	to	be	a	
primary	attack	vector	for	attack	for	the	
near	future.	Equally,	criminals	will	apply	
such	methods	too	to	bypass	these	
systems.

The	incorporation	of	innovation,	as	
part	of	an	effective	crime	response,	
however,	is	not	exclusively	a	private	
sector	affair.	Europol	already	works	
together	with	industry	partners	and	
the	European	Commission	to	identify	
challenges	and	opportunities	for	law	
enforcement	arising	from	new	and	
emerging	technologies,	such	as	5G.	
However,	to	tackle	previously	identified	
as	well	as	future	challenges,	one	
consideration	is	to	establish	a	hub	for	
law	enforcement	innovation,	bringing	
together	the	most	relevant	partners,	
tailored	to	the	needs	of	Member	
States’	law	enforcement	authorities.	
Such	an	entity	could	enhance	the	EU’s	
ability	to	articulate	an	operational	
vision	of	innovation	with-in	the	realm	
of	internal	Security,	to	decide	on	key	
partnerships,	critical	investments	and	
be	ready	for	future	disruptions.	The	
objective	would	be	to	identify	and	
categorise	common	challenges	in	
the	area	of	innovation	and	emerging	
technologies	in	order	to	provide	
guidance	and	opportunities	for	EU	Law	
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